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weighted sentiment scores using follower counts for the user posting and then normalized 

over all sentiment scores for NLTK and FLAIR individually. 

 
Figure 1.4.1. Code snippet for removing neutral sentiment from model. Sentiment 
scores with value zero were replaced by numpy nan values. Removal was done later 
by dropping rows in Pandas DataFrame that contained nan values. 

 
The formula we used for weighting sentiment per tweet T was 

core  Sentiment followers )S T =  T * ( U
8
1

 

where followersU  was the total number of followers the user U had and SentimentT was the 

raw sentiment score generated by either NLTK or FLAIR. We operate under the assumption 

that users with more followers will reach more people and have a greater effect on market 

sentiment. The follower count coefficient was taken to the 1/8th in order to reduce the 

effect that follower count disparity had on sentiment weighting and allow for smaller 

accounts to have a greater impact and prevent only a few larger accounts from completely 

dominating sentiment score per day. The power 1/8th was chosen arbitrarily and it is 
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possible that other fractional values could also work. 

 

Figure 1.4.2. Code snippet for weighting sentiment by total followers user had.  
 

Normalization was performed using linear scaling. The shortcomings of this normalization 

approach are reviewed in the discussion section.

 

Figure 1.4.3. Code snippet for normalizing weighted sentiment scores to interval 
[-1.0, +1.0] using linear scaling. 
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Figure 1.4.4.. Code snippet for preparing data for analysis. Fetches data from MySQL 
database, removes neutral sentiment based on the passed parameter, normalizes 
the weighted scores. Returns DataFrames with datetime indexes for VIX, SPX, and 
tweets. 

Creating Correlation Matrices 
We captured the correlation coefficients between all size-two combinations of SPX close 

price percent change, VIX close price percent change, NLTK average weighted sentiment 

score, FLAIR average weighted sentiment score. Correlations were performed using data in 

which completely neutral sentiment was included and excluded. That is to say that 

sentiment scores of exactly zero were excluded. Both Pearson and Spearman correlation 

testing were used. These correlations were gathered using different combinations of 

grouping values and temporal shift values. 

Grouping values are temporal values measured in minutes in which we grouped either the 

financial or Twitter data. For financial data, we grouped by the specified time period and 

took the last value of that period. Grouped tweet data was replaced by the mean of all 

sentiment scores in the specified time period. We use the terms temporal resolution and 

group-by values synonymously throughout this paper. 
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Figure 1.5.1. Code snippet for grouping data together by specified resolution. The 
method used for grouping depends on the passed parameter. Grouping can be done 
to return the last value per group, the average by mean, or a count of instances per 
group. Returns new DataFrame with datetime index where the difference between 
consecutive indexes are of time difference equal to the group or resolution value. 

 
When not looking at correlations between fields at the same time periods, we shifted the 

financial data backward by a delta value measured in minutes relative to the timestamp of 

the corresponding to the sentiment data. That is to say, we looked at future financial close 

price percent changes and current average weighted sentiment scores as though they had 

occured at the same time. Throughout this paper we refer to this shift as a temporal offset 

or delta at times. 

 
Figure 1.5.2. Code snippet for applying temporal offset. A delta value measured in 
minutes is passed to function and depending on which method is called either the 
VIX or SPX rows are shifted backward. This occurs in consolidated DataFrame 
containing VIX, SPX, and tweet sentiments. The result is future VIX or SPX values 
now have indexes with datetimes equal to the initial minus the offset or delta. 
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Because we shifted only financial data, correlations between SPX and VIX, as well as NLTK 

and FLAIR were calculated without the use of a non-zero delta value. 

From there SPX close price percent change, VIX close price percent change, NLTK average 

weighted sentiment, and FLAIR average weighted sentiment were concatenated into one 

Pandas DataFrame. All rows of this concatenated DataFrame containing a value of NaN 

were dropped. 

We calculated correlations across the following combinations of group-by values and delta 

values. Our group by values were 60, 180, 360, 720, and 1440 minutes (one day). Our delta 

values were a range of 0 to 4320 minutes with a step size of 30 minutes. For example, given 

a group value of 60 minutes and a delta value of 120 minutes, we would be finding the 

correlation between SPX close price percent change over 60 minutes and NLTK average 

weighted sentiment over 60 minutes where NLTK data at 12:00pm corresponded to SPX 

data at 2:00pm.

 

Figure 1.5.3. Code snippet for creating a table of correlations using a method of 
Pearson or Spearman for correlation.  
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Correlation coefficients were calculated using Pearson and Spearman via a built-in Pandas 

method. We computed these correlations when completely neutral NLTK sentiment was 

excluded and when it was included. 

 
Figure 1.5.4. Code snippet for iterating through correlation methods and data 
containing neutral or no neutral sentiment and creating table of correlations 
accordingly. 
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Validation of Sentiment Algorithms 
We considered two different off-the-shelf sentiment analysis models, NLTK and FLAIR, and 

evaluated their performance on a sample of prelabeled Sentiment140 tweets. 

The NLTK model scored higher than the FLAIR model in total predictive accuracy as well as 

higher accuracy predicting positive and negative sentiment separately (neutral sentiment 

predictions were excluded from accuracy scoring). Accuracy was measured by  

.ccuracya = # total predictions
# correct predictions  

 Including neutral predictions strongly decreased NLTK accuracy in total and in part. When 

neutral predictions were included, NLTK scored lower than the FLAIR model in regards to 

total accuracy as well as higher accuracy in predicting positive and negative sentiment 

separately. 

 
Sentiment Predictions on Sentiment140 Data 

 Total Predictive 
Accuracy 

Predicting Negative 
Sentiment Successfully  

Predicting Positive 
Sentiment Successfully  

NLTK (excluding 
neutral predictions) 

77.8% 56.8% 93.4% 

NLTK  29.0% 18.1% 39.8% 

FLAIR 57.4% 48.5% 66.2% 

Figure 2.1.1. Table showing accuracy of FLAIR and NLTK on the Sentiment140 data 
sample. NLTK (excluding neutral predictions) used data of size 1864 tweets with 
792 negative labeled tweets and 1072 positive labeled tweets. The other two rows, 
FLAIR and NLTK, used the same sample data of 5000 tweets with 2486 negative 
labeled tweets and 2514 positive labeled tweets. The accuracy of each model is 
measured by dividing the number of correct predictions by the size of the data 
predicted on. Total predictive accuracy is the accuracy of all predictions, while the 
other two columns are for their respectively labeled predictions. The NLTK model 
(excluding neutral predictions) achieved great success in predicting positive 
sentiment correctly with 93.4% accuracy. 
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Sentiment140 Sample Data 
The randomly sampled 5000 prelabled tweets from the Sentiment140 data had an almost 

uniform distribution of positive and negative labels in the range [-1.0,+1.0]. Of these 5000 

tweets, 49.7% possessed negative sentiment labels and 50.3% possesed positive sentiment 

labels. All sampled tweets had text in which  URLs and Twitter user screen names had been 

removed. 

NLTK Model (including neutral sentiment) 
The NLTK model performed rather poorly predicting labels for the Sentiment140 tweets 

because of a tendency to predict neutral labels despite there being no tweets labeled as 

neutral. The NLTK model incorrectly predicted neutral labels in 62.7% of all predictions. 

Total accuracy in correctly predicting sentiment labels was 29.0%. Accuracy in predicting 

negative labels was 18.10% and positive labels was 39.8%. 

 
Figure 2.2.1. Bar chart of NLTK’s performance on Sentiment140 sample data of size 
5000. Green bars are correct predictions, while red bars are incorrect predictions. 
Neutral predictions were included. NLTK did poorly in predicting positive and 
negative sentiment, with particular shortcomings for predicting negative sentiment. 

 
NLTK Predictions On Sentiment 140 Data Set (Size 5000) 

 
 

Negative 
Predictions 

Neutral 
Predictions 

Positive 
Predictions 

Total Label 
Count 
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Negative 
Labels 

18.1% (450) 68.1% (1694) 13.8% (342) (2486) 

Positive 
Labels 

2.8% (71) 57.4% (1442) 39.8% (1001) (2514) 

Total 
Prediction 

Count 

(521) (3136) (1343) (5000) 

Figure 2.2.2. Predictive accuracy of NLTK on Sentiment140 data of sample size 
5000. The row labels signify which labels the tweets were actually labeled and the 
column headers signify what the predictions were. The values in parenthesis are the 
raw number of predictions, except for the last row and column where those values 
are the counts of either predictions or labels for corresponding fields. NLTK 
predicted neutral tweets more than negative and positive predictions combined. 
The accuracy of NLTK was very poor in both predicting negative and positive 
tweets, especially so with correctly predicting negative tweets. 

 

NLTK Model (excluding neutral sentiment) 
We removed all neutral predictions from accuracy scoring and saw a much different result 

for NLTK prediction accuracy. Excluding neutral sentiment predictions, NLTK had a total 

accuracy of 77.8% and FLAIR had a total accuracy of 57.4%. 

 

 
Figure 2.3.1. Bar chart of NLTK’s performance on Sentiment140 sample data of size 
1854. Green bars are correct predictions, while red bars are incorrect predictions. 
Neutral predictions were not included. NLTK did well in predicting positive and 
negative sentiment, with particular success for predicting positive sentiment. 
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NLTK Predictions On Sentiment 140 Data Set Excluding Neutral Predictions (Size 1864) 

 Negative 
Predictions 

Positive 
Predictions 

Total Label 
Count 

Negative Labels 56.8% (450) 43.2% (342) (792) 

Positive Labels 6.6% (71) 93.4% (1001) (1072) 

Total Prediction 
Count 

(521) (1343) (1864) 

Figure 2.3.2. Predictive accuracy of NLTK on Sentiment140 data of sample size 
1864. Neutral predictions were not included. The row labels signify which labels the 
tweets were actually labeled and the column headers signify what the predictions 
were. The values in parenthesis are the raw number of predictions, except for the 
last row and column where those values are the counts of either predictions or 
labels for corresponding fields. Upon removing neutral predictions, the accuracy of 
predictions increased. The proportion of negative to positve labeled tweets shifted 
more towards positive, but the sample remained composed of both labels with no 
super majority. Ie, neither labeled composed more than two thirds of the data 
sample. NLTK had a bias toward predicting positive values. Despite this. the 
accuracy of NLTK was fairly good in both predicting negative and positive tweets, 
especially so with correctly predicting positive tweets at a 93.4% success rate.. 

FLAIR Model 
The FLAIR model predicted sentiment with a 57.4% accuracy. It correctly predicted 

negative sentiment labeled tweets 48.5% and positive sentiment labeled tweets 66.2%. 

Flair had a total prediction accuracy higher than a coin toss, but failed to correctly predict 

negative labeled tweets for more than half of the negatively labeled tweets. 

The specific FLAIR model used was trained on IMDB movie reviews and was not tailored to 

predicting sentiment for tweet text. Because of this, it is possible that FLAIR would have 

improved results if a model trained on Twitter posts was used instead. 
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Figure 2.4.1. Bar chart of FLAIR’s performance on Sentiment140 sample data of size 
5000. Green bars are correct predictions, while red bars are incorrect predictions. 
Neutral predictions were not included. 
 

FLAIR Predictions On Sentiment 140 Data Set (Size 5000) 

 Negative 
Predictions 

Neutral 
Predictions 

Positive 
Predictions 

Total Label Count 

Negative 
Labels 

48.5% (1206) 0.0% (0) 51.5% (1280) (2486) 

Positive 
Labels 

33.8% (850) 0.0% (0) 66.2% (1664) (2514) 

Total 
Prediction 
Count 

(2056) (0) (2944) (5000) 

 
Figure 2.4.2. Predictive accuracy of FLAIR on Sentiment140 data of sample size 
5000. The row labels signify which labels the tweets were actually labeled and the 
column headers signify what the predictions were. The values in parenthesis are the 
raw number of predictions, except for the last row and column where those values 
are the counts of either predictions or labels for corresponding fields. FLAIR never 
predicted neutral tweets. Flair had a slight bias toward predicting positive tweets, 
just as with NLTK. The accuracy of FLAIR on negative tweets was comparable to 
guessing a coin toss at around 50%. FLAIR was more successful at predicting 
positive tweets with 66.2% success rate. 
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Conclusions 
NLTK had a higher sentiment predictive accuracy on sample tweets than FLAIR when 

excluding neutral predictions. Because of this, we decided to exclusively use the NLTK 

model in correlation testing while excluding tweets with neutral sentiment predictions 

from the data set. The NLTK model was developed to predict tweet sentiment, whereas the 

FLAIR model was trained on IMDB movie reviews. This factor probably played a role in 

NLTK outperforming FLAIR on sentiment prediction on tweets. 

Both models were more successful in correctly predicting positively labeled tweets than 

negatively labeled tweets. Also, both models were more likely to predict positive sentiment 

than negative sentiment. These two observations lead to the conclusion that both FLAIR 

and NLTK have a bias towards positive sentiment.  
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Collected Data 

Financial Data 

SPX 
There were 28 days of SPX data recorded. The SPX Index started the month of March 2020 

at around 3000 points. As COVID-19 gained recognition as a serious disease, the SPX 

experienced a historic selloff. This resulted in the SPX dropping 30% in value over the 

course of three weeks. On March 23rd the SPX hit its low of roughly 2250 points. This was 

not only the 52-week low but a 170-week low as the last time the SPX was this cheap was 

at the end of the year in 2016. After hitting this low the SPX recovered 400 points, or 

roughly a 17% gain. March 24th marked a historical moment for the Dow Jones which 

closed 11% higher, the largest percent gain since the 1930’s [7]. The SPX closed roughly 

9% higher that same day, marking the largest percent gain in over a decade. The SPX Index 

managed to maintain momentum into April and stabilized at around 2800 points. 

 
Figure 3.1.1. Trend showing SPX price over time (left) and SPX price change in 
percent over time (right). Both trends are taken from 2020-03-02 to 2020-04-07. 
Data is aggregated with a resolution of 1440 minutes, or 1 day equivalently. Missing 
points such as weekends are excluded to provide a smoother trend. The data 
captured shows the steep drop in price as markets reacted to COVID-19. 

VIX 
The VIX index was also affected by COVID-19 fears and hit it’s high on March 16th, of 

around $82.70. This marked an almost 150% gain in value. The VIX hasn’t closed this high 

since December 2008.  On March 24th, the VIX index closed at a little over $62.50. The VIX 
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