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CHRISTOPHER G.FULLER | 99 &

Elements of a Post Keynesian
alternative to “household production”

Recently a prominent Post Keynesian economist pointed out that, with
a few exceptions, “Post Keynesians have beenrelatively silent about the
microeconomics of household choice” (Lavoie, 1994, p. 539). Important
contributions have been made by, for instance, Earl (1986) and
Drakopoulos (1 992) in the goods and brand choice-making behavior of
individuals, but Post Keynesian economists have certainly been silent
in projecting and subsequently modeling a vision of “consumption
activity.” By this, we mean 2 vision of the social context and the
institutional structure within which time use and expenditure decisions
are made by well-defined groupings of individuals (as opposed to the
more specific analyses of an individual’s goods-brand choice by Earl
and Drakopoulos).'

The dominant economic vision of consumption activity is Gary
Becker’s neoclassical “household production” approach. Of course,
Post Keynesians have offered important direct and implicit critisisms of
household production theory. In this paper a number of these critisisms
are considered for their usefulness in the development of a Post Keynesian

The author is in the Department of Economics at the University of East London. A
version of this paper was presented at the 1995 Eastern Economics Association Con-

ference in New York. I wish to thank the anonymous referce for helpful comments.
The usual disclaimer applies, '

! Post Keynesians differ in the relative emphasis they give to, first, the idea that ir-
reversible time and “Knightian uncertainty” must be accepted as facts and, second,
the idea that socioinstitutional structures should be recognized from the beginning
within economic analysis. This has naturally led to systematic differences of empha-
ses in Post Keynesian approaches to macroeconomics and the microcconomics of
firms—contrast Post Keynesian macroeconomics with neo-Ricardian growth theories
and behavioralist theories of the firm with cost plus/oligopoly-based Post Keynesian
approaches. While Post Keynesian microeoconomic analyses of consumer behavior

should logically reflect a similar difference of emphasis, they do not seem to da so a
rese
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i kin
vision of consumption activity. We then sugg;:st a \:ragfg[t; ;;\:r(::'ativi
itici ! ch, showing how elements
criticisms of Becker’s approach, sho ow : 9
Post Keynesian vision of consumption activity might emerg

Post Keynesian responses to household production theory

Elements of household production theory

[ sn?? n
The application of Gary Becker’s “economic zﬂjproaclil ‘tc(l) hgg:i _
behavior in consumption activity is best known as “household pr
¢

ion theory.” We consider in turn three features of this approach in
tion .

particular: B il
1. Global rationality: All observable human actmt)_/ Car‘l“ e :;lts” 3
. stood as choice of market goods purch.a.ses”and tlm.e ‘inp +
the production of nonmarket “commodltlt?s to max1.mlzeb u t:”lg;l
2 Comperition—driven social relations: Social mtfr'fmtllom:. ?’

. mers involve competition to produce_ flet!ﬂCtIOl‘l as a
EOHSU » utility-yielding commodity. More distinction gener.ated
tt?::;{;; social relations for one person implies, ceteris paribus,
e forhotfgi;tered production: The institutional base for con-

' ]j‘r);‘;teioﬁ activity is assumed to be the household, which gives rise
s

to the underlying technology of commodity production functions.

Post Keynesians on global rationality

i i 1 project

; duction theory is part of a more genera
i househé)éfsgsd all aspects of human behavior using tools of
dthe assumption that observed actions result

gle optimization problem. PostKeynesians

man cognitive and time limitations,
g _88??: Irffs%i?ii?fefdhl(‘l\licolaiges, 1988; Hodgson, 1988).
- B n makers must make use of rules that‘ have themselves
Rational declsjl(;d from optimizing principles—or indeed from a]ny
not bee‘n deﬂé’ rl. 1986; Hodgson, 1988; Lavoie, 1994). These rules
malara o c; uess;s or socially observed norms or conventions.
may be Subj?:::: thirefore consider that Becker’s implicit presumption
Post Keynes

obal rationa e reje
Olf’glst Keynesians are clearin t'h.{:ll;)
:nality in the spirl :
rationality 10 : g
Ceduraelnt and this has provided a
argument,

to attempt to u_n
neoclassical price theoryan
as if from the solution toa sin

. jected.
lty must be £ :ltemative espousal of bounded/pro-

f Herbert Simon’s original (1955)
ortant justification for the
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modeling of processes of goods purchase through lexical and “noncom-
pensatory” choice procedures (Earl, 1986; Drakopoulos, 1992). Never-
theless, as Hahn and Hollis (1979, p- 11) have noted in a largely
sympathetic discussion of-bounded rationality, this assumption “is
descriptively plausible but has not so far proved theoretically useful,
since the aspiration levels and the search activities are ill-defined.”
This criticism is applicable to, but not serious for Earl and
Drakopoulos’s analyses since such approaches focus largely on analyz-
ing the choice processes of an individual over a specific set of goods.
However, the criticism has much more force when the concern is with
a view of the structure of time usage and expenditures across groupings
of individuals—a vision of “consumption activity.” In the latter case,
the axiom of procedural rationality must be combined with a view of
both the nature of social relations and the institutional context for
consumption activity if hypotheses about general patterns of time usage
and expenditure decisions across groups of persons are to be developed.
In what follows, the extent to which Post Keynesian propositions in

these areas can help to guide development of an alternative vision is
considered.

Post Keynesians on social relations

Gary Becker’s application of household production to “social inter-
actions” (1974) enabled him to claim that neoclassical consumer
theory no longer suppressed the “social” dimension to goods pur-
chase behavior—a frequent criticism leveled by Post Keynesians,
among others. Becker assumes the individual has a stock or endow-
ment of “social distinction” and can “purchase” aspects of its social

environment favorable to the production of distinction via its own
efforts.”

Becker’s approach to social relations in consumption has three fea-
tures. First, he deliberately avoids the use of behavioral assumptions
w1dt;:ly accepted in other disciplines but not by neoclassical price the-
ory.” Becker’s model accounts for apparently “socialized” behavior

(such as conformism and “keeping up with the Joneses”) by assuming
2 For instance, by purchasing more

ch “fashionable clothing,”
duce more favorable opinions from o ’

the individya]
thers about ki ual can pro-
tinction, thim or herge

If and so increase dis.-
3 .
Ifothers in person A’s soc

ial environment
] f
Cause, say, they purchase mor o

: e relatively more
¢ fashionable cloth, Aexnen

i‘%imk‘\\\m be-
ng lhem\cxmﬁ

enees g reduction
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that commodities such as “distinction” are s.c.arce." Sott.:ll.al _reilzlt:l?:;
among humans become a process o'f competition fpr ul i ltyog1 s
distinction. Second, Becker treats social relatu_nns assimp 311 a;;ations ]
each person can “purchase” utillt_y. To spend .tlme in S(?Flta r;hird s
no function for individuals that is not rf:duc;lble t? ut! iy, 1 : A o
“distinction” is assumed to bc}:l scarce in Bfec:::'r Ss view, each p

i i ions at the expense of o A .
ggﬂ iliof?:si?;:;:tr;’e;ttlg;ynesians rl;j ect Becker’s deliberate avoidance
of ‘?noneconomic" behavioral assumptions. Frequent allum;ns a;fee ;r::((i;
to the way in which expenditure patterns are rf\olded by t ebz e
socialization processes upon consumers as sqcta-l clas:s metm
following quotations cited by Lavoie (1994) indicate:

There is a kind of competition in consumptit_)n, im.iuccd by the dcstl:'e at;
impress the Joneses, which makes each family strive to !_cecp‘u};l) a tt:hat
an appearance of being as well off as those t-hat they mix w21t5 1,]so
outlay by one induces outlay by others. [Robinson, 1956, p.

: i t any given point in time ...
A household’s consumption pattern, a iven '
reflects the lifestyle of the households that constitute its social reference

group. [Eichner, 1986, p. 160]

The consumption of each class wil.l be guid.ed by a (:,oncepglc-::l gii::
appropriate lifestyle, given its place in the social pyramid. . i
effects normally follow the social hlcn‘n‘chy; the cons.'umptlonmt\c);timcs

the rich and famous set standards to which the rest aspire (or so Z
against which they react). [Nell, 1992, pp. 393, 396]

. . —
An eclectic theoretical strategy, while typical gflfostt Iléee;(rr:::;:: iv Eod
ing i i haracterized Pos
i in general, has particularly ¢ ' N
l:l;;: gSuclgl eclecticism is justified on the basis that an open approac

‘
istincti iven “well- d"” preferences, person
* tion. Given “well-behave . r
kel Of:::?tg;;olns to produce distinction, relative to spending
raint change. Hence, A will spend

in his or her ‘e

A will tend to increase his or

o . ;
on other commaodities in response to this con

more on fashionable clothing.

4 ker (1976) argues, - ‘ ‘

As Bec ‘1 to rest a large part of their theory of choice on dnfTeI:en;:es 1:_
For ec_onqmls‘;, since they admittedly have no useful theory of t ? om;n

tastes is disturoing lyona well-developed theory of tastes from any

re )
tion of tastes, 1" G0 thcxal sciences, since none exists. [p. 133]

:cinline i soci
other disipline ™ e ad “[continue] to search . ... for the sub-

hpull e s among men and peri-

- ist s ad "1co!
sical econom O explaining difference

clas
Hence the neo * and incomes 3

tle forms that price
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sympathetic to interdisciplinary discourse and cooperation over as-
sumptions acknowledges that economists do not have a monopoly of
wisdom about human behavior. This isa valuable aspect of Post Keynesian
method. However, at some point a specific theoretical position must be
taken as to the way in which social relations among persons generate
uniformities in time uses, life-styles, and expenditure patterns to justify
talk of “social classes.” Theoretical abstinence here may be a manifes-
tation of academic modesty but would be unhelpful if further flesh is to
be added to the bones of the axiom of “procedural rationality.”
On the second and third points, Post Keynesians have been very quiet.
A rare exception is Mary McNally (1980), who argues for the idea of a
“social process™ in consumption and that there is an implied conception
of consumption activity as rooted in a process of interpersonal relations
within which goods are purchased and used. However, this conception
is incorporated withina modified Beckerian framework. This retains the
idea that social relations and goods acquisition are essentially alternative
ways of generating utility. No conceptual hierarchy is made explicit
between the purpose of allocating time and expenditures to participation
in interpersonal relations and the purpose of allocating time and goods
to produce nonmarket “commodities.” More generally, Post Keynesians
have not considered the possibility that commitments to spend time and
expenditures in participation in social relations may be a greater priority
than the expenditure of such resources in other areas because this is a
“rule” of procedural rationality. Little attention has also been paid to
Becker’s exclusion of the possibility that interpersonal associations are
not uniformly “competitive” but instead involve aspects of mutual or
shared achievement among persons.

Although used to justify an eclectic approach to consumption, the Post
Ke.yn.esian view'of agademic relationships could be used in support of
a SImllaF theo.retlcelll view of social relationships between consumers. If
academic activity is viewed as the search for cooperative interdiscipli-

flary communication, the sane perspective might be adopted for the

5 Some might argue that it is sufficient to use a
sumption function approach to account for cxpen
proach alone offers no explanation of the forces 1
social relations to expenditure patterns that can b
styles” or “classes.” Such a macro-oriented appr

Mmacrocconomic class-based con-
fllltgrc Patterns. But such an ap-
1rEk|ng patterns of time uses in

¢ identified with particular “|ife.

ods” (Becker and stigler. 19777 76)
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analysis of consumer relations. An emphasis upon interpersonal com-
munication in economically functional social relations would also have
an impeccable lineage. Consider a neglected aspect of a frequently
quoted observation from Adam Smith:

Whether . . . the propensity to truck, barter and exchange one thing for
another . . . be one of those original principles in human nature of which
no further account can be given, or whether, as seems more probable, it
be the necessary consequences of the faculties of reason and speech, it
belongs not to our present object to inquire. It is common to all men, and
to be found in no other race of animals, which seem to know neither this,
nor any other species of contracts.” [Smith (1776), 1970, vol. 1, pp.

117-118]

Neoclassicals emphasize Smith’s suggestion that the mainspring to
economically functional human relations is “human nature.” Smith’s
second, “more probable” possibility, that human “faculties of reason and
speech” are the stimulus to such relations, is rarely mentioned. Yet the
role of word-of-mouth information usage by consumers is accepted as
a commonplace in the marketing research literature (Brown and
Reingen, 1987). Furthermore, in their remarks, if not in their formal
models, neoclassical economists have often conceded the importance of
the acquisition of information through word-of-mouth sources and
personal contacts in the labor market (Rees, 1966), the insurance market
(Kunreuther, 1978), and in voting decisions (Downs, 1957). The argu-
ment that rational human action is “embedded” within a structure of

ongoing relations with specific others is a theme of sociologists
(Granovetter, 1985; Anderson et al., 1994) and some institutionalist-
oriented social scientists (Thompson et al., 1991). Furthermore, the
work of Douglas and Isherwood (1980) into an anthropological under-
standing of consumption activity as communication centered and recent
sociological work into consumer “life-styles” and the projection of
«self-identity” through the usage of goods (Tomlinson, 1990;
Featherstone, 1991; Keat et al., 1994, ch. 3) are also consistent with a
view of consumption as a process of goods usage in order to facilitate
communication within personal associations.

We therefore suggest that Post Keynesians adopt a stronger position
e of social relations in consumption activity and
four propositions: First, that consumptionactivity
f social relations among persons in
d, that social relations in consump-

relating to the rol
advance the following
be viewed
which physical goo

principally as a process 0
ds are used. Secon
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o T . .
no:: rﬁctw:ty mvol\:’e the active pursuit and maintenance of cooperativ.
s :1):; arytrel;tlonf,r (1): “personal encounters” with other identiﬁab[:
ace to face. Third, that in such i joi
4 relations the joi ivi
- ek : jomnt activity of
g tufal wor'd of-mouth interpersonal communication and mutual tr:ns
of certain types of nonmarket “services” occurs.® Fourth. that ph —
A . ys-

Post 1
Keynesians on the household as the center of consumption activity

The i i
household is seen as the physical base for consumption activity in

Becker’s theory in an analo
gy to the fact 4
Peter Earl (1986) has observed that ctory as the basc for the firm.

;t nlls disappointing to see that household production theory has hithert

[Ye}t,]explogd the apak_)gy in terms of the neoclassical theory of the ﬁrm0

housel;(-)l.d ctl;th_c:r sxfmﬁcant insights are to be obtained by looking ai
oices from the st i :

firm. [Earl, 1986, p. 40] standpoint of the behavioral theory of the

The issue of whether the household-firm analogyisa i
;\Izlecr :;Z atnalogy is purgueHaS not been raisggd bypl?(;(s)tp EZ;:;?;:?
Ui hous(; g(r)llc; ;0 (Iqauestzon this anallogy is to a degree understandab[e.
e ot ?s T]en gsed as the ms.titutiona] unitbecauseitisa ﬁxeci
s Onasoei or the .b‘mloglcal family unit; the family itself retains g
el of%n ang stability du_e t‘o the m_ajority acceptance of the legal
i anrrlage and statistics relating to consumer characteristics
e hassumed househ_oldlunit. In any case, denial of the
st Occu;)usehold as one institutional base in which consum
i OE ;?uld_ be an untenable position. Nevertheless tlllj_
o ention upon the household should at | ¥
- First, the household is not the only instituti o 'y
tional location for

l C
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houses, restaurants, theaters, wine bars, places of worship, retail outlets,
sports, health and fitness clubs, public libraries, museums, parks, and so
on. These have no obvious place within frameworks centered upon the
household, relegated instead to aspects of the theory of public goods and
clubs. Second, marketeers and advertisers have shifted their emphasis
in the last twenty years from simple demographics and the family life
cycle to “life-style” profiles (emphasizing activities, interests, and opin-
ions of individuals) and “psychographics”——classifying individuals by
personality types—as a means of consumer segmentation. This in-
creased usage of psychographic data suggests a recognition that the
household-centered demographic approaches

do not provide a sufficiently broad view of consumers in the sense of
explaining how their life patterns influence purchasing decisions. [Wil-

liams, 1981, p. 91]

Furthermore, there are at least two adverse consequences of locating
consumption activity within the household. The first is a neglect of the
spatial dimension to consumption activity. The importance of mobility
within a consumption infrastructure to consumption activity is down-
graded, leaving the costs involved in both visits to and involvement
within this infrastructure as something to be considered separately by
specialists in transport and urban economics. Time allocation, service
usage, and expenditures involved in “circulation” within the consumer’s
environment are not integrated from the outset into the structure of
consumer expenditures and time usage in household production theory.
This also means that the access differing degrees of mobility external
to the household bring to the range of direct consumption experiences
a given consumer systematically enjoys cannot be recognized or ana-
lyzed. Socialization—even if recognized and integrated into household
production theory—would be confined to the household and involve
family influences only.”

The second consequence of a household-centered approach is a treat-
ment of all extra-household institutions as social details, with no eco-
nomic function for individuals. We have noted the infrastructure of
commercially, publicly, and voluntarily provided instititions for con-

rtance of motor car possession and access to its use for consump-
tion activity in the twenticth century, household production theory offers no way of
integrating into its analysis the fact that a person has access to the uselof such a gogd.
No acknowledgment can be made of the increased range of consumption opportuni-

ties and experiences created by access (0 USe a0

7 Despite the impo
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:::an(ft}on that individuals choose to use goods within. It is common t
mun;;?‘:ied tt:ie te:conomlc function of “social overhead capital” (como
n and transport linkages) for i _
: : producers in underdevel
countries. It is less common t ici e
0 see an explicit function gi
parallel “consumer social ove i e
rhead capital” that e indivi
' nables indiv
rriore 'effectlvely to undertake consumption activity s
nv i .
SOCial:e\T ct>.f our argument fpr a cooperative, communicative vision of
relations in consumption, the parallel “infrastructure” we identify

may indeed have a clea - - :
below: I economic function as is suggested by Boland

ﬁ;fi;):;};etr}:)]t?s (tiljatdinstitutions play is to create knowledge and infor
r the individual decision-maker. In particular, instituti i
e ' - In particular, institutions pro-
vide s ge which may be needed for int i i

individual decision-makers. [Boland, 1979 p. 963] G

This i : ]
“;1plls)r:31:)fr.asttl;l’jcttureffmay function to inform consumers of behavior
riate” to effective interpersonal icati
: communication during thei
aprl]a;lnnfer;isct)r actmdental cla(rjlcounters with others within it. A concept 5 & suf:lfl;
ructure would raise the issue of diff: i
. erences in th
the environments® and “quality” i e
quality” of the environments each
access to. Aspects such as relative ai i A L
: ive air cleanliness, ab i
heating, seating, and lighti iliti e o i
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, Seating, ] evant to a conception
?f flllle quahty‘ 9f such environments given that their function[;s to
acilitate association and interpersonal communication amon gpersons.’

T “ H
oward a “monetary” paradigm for consumption activity?
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facilitating role. Second, we have suggested that the household-firm
analogy must be dispensed with, not modified. It should instead be
assumed that individuals circulate—among other individuals—within
an array of functional physical environments beyond the household.
Given these points of departure, it will be necessary to mesh the concept
of “procedural rationality” with this view of social relations and a
functional consumption infrastructure. For instance, the observation—
based upon actual consumer behavior—that individuals are “embed-
ded” in ongoing social relations implies an assumption about the way
in which individuals prioritize their nonwork time use. How a priority
investment of time in a process of interpersonal communication with
others is a rule of procedural rationality must be explained. Moreover,
given such embeddedness, conduct in consumption will involve behav-
ioral rules designed to achieve the individual’s aims in such relations.
What aims do individuals generate through their embeddedness in such
relations? What conduct is involved in achieving such aims? Finally,
this theory must clarify what are perceived to be the major determinants
of time usage, goods purchases, and expenditures on other services. The
nature of the facilitating role goods play as part of individual “conduct”
in ongoing social relations requires clarification. Furthermore, since we
assume consumption involves circulation among persons in different
physical environments, the determinants of patterns of time usage and
associated expenditures upon circulation must be clarified.

The above suggestions dispense with the household-firm analogy, but
not with the use of analogies per se. Indeed, analternative:analogy—to
the “neo-Marshallian™ analysis of monetary microfoundations (see, for
instance, Clower in Walker, 1984)—might be e:xploite:d.]0 In that liter-
ature, the emphasis is upon economically functional and costly to
organize exchange relations among persons who “fumble and grope
rather than optimise” (Clower, 1975, in Walker, 1984, p. 194). By
analogy, we have posited the existence of a set of economically func-

tional non-money-mediated social relations—"personal encounters™—

at the heart of consumption activity. In the monetary literature, “trading
posts™ are given a rationale as a set of quasi-public goods: an exchange
infrastructure that reduces the search costs associated with exchange.
Similarly, we have argued that there exists a consumption infrastructure
that assists individuals in setting up and participating in personal en-
counters. Moreover, monetary theory has recognized that in a costly-to-

" 1n Fuller (1995) this analogy is considered in more detail.
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exchfmge world, the social rule of usage and acceptance of identifiab]

physical notes and coin increases exchange opportunities. We h "
argued thz_at market goods are used to “facilitate” individua-ls in so?*x‘:e
sense during communication in such relations. Thus, both notes a ;’:
comns and physical goods might be understood as “Cl;nencies” to tg

extent that they facilitate a coexisting and complementary set of fun -
tional economic relations among individuals. The prospect of a « .
etary theory of consumption” might then be possible. “al

Conclusion

This paper has considered and reworked Post Keynesian criticisms of
neoglasswal f:hoice theory with Becker’s household production theo
pa:rFlchlarly in mind. We have argued that the way in which sucri
criticisms hqve been followed up has restricted the development of a
Post Keyl_les'lan view of “‘consumption activity”—as opposed to an a
proachto md{vidual choice-making processes—that is distinct from houqu
hold productl(_:m. It was suggested that a clear adherence to a concept s;"
procedural restmnality is a necessary but not sufficient condition for a v?sion
of consumption activity. The strong Post Keynesian sympathy for “open
ness” tq gther _disciplines could be used to Justify a clear alternative t(fJ th(;
competitive vision adopted by Becker. Finally, while Post Keynesians
nghtly decry the way in which household-firm analogies are fon*naliized‘
this seems to have diverted attention from challenging the analogy itself ’
In the light of these points we have indicated instead a paradigm (;f
procedfjrally rational individuals investing their nonwork time andgusin
goods in communicative, cooperation-seeking relations with s eciﬁi
othgrs, while circulating within a functional consumption infrastru;:ltjure f
which the household is but one component. Consumer expenditures th i
fore relate to commitments arising froma multidimensiona] artici ere‘-‘
process of communication and circulati indivi oo
culation by individuals, rather than toa

o_ne-dlmensional “production” concept of household commodity

tion. The: household-firm analogy has been a catalyst for innovati i
neoclassical theory of consumption activity, Perhaps a diff -~
to monetary theory—would be appropriate for Pogt Keyn:;?"?r:sa TR
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Distribute the Middle
The Premise controls the Conclusion. . . !

Frederick Winsor

Tnr previous t'h;lptr-r' presented

a theoretical system more comprehensive
than cither the simple

Keynesian or simple classical systems, but with
clements of each. The IS/LM analysis may therefore he considered a
partial integration of Keyvnesian and classical economics, But in one im-
portant respect, the Keynesian and ¢lassical systems cannot be integrated
or compromised, since they lead (o flatly
Keynesian theory establishes the possibility of
full employment even with wage and price

contradictory conclusions:
an equilibrium at less than

flexibility, while classical eco-
nomics holds that equilibrium must involve full em

ployment unless wages
and/or prices arc inflexible in the

face of inadequate demand. These
two conclusions are clearly oil and water: they cannot be mixed or

compromised. Nor can the related conflict over money be mixed or com-
promised. In the Keynesian system, it may be impossible to raise aggre-
gate demand to the full-employment level by increasing the money stock.
In the classical system, it is possible to stimulate aggregate demand to
the full-employment level by a suflicient increase in the quantity of
money.

The IS/LM analysis holds out (e possibility of an equilibrum with
less than full emploviment. 1t is therefore fundamentally a Keynesian

ain some of the clements of the classical
theory of interest. The 1S /1M analysis must therefore either be subject

analysis, although it does cont

to a rebuttal from the classical viewpoint, or Kevnesian economics vl
he granted a sweeping victory in the theoretical debate.
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The first part of this chapter presents a cl.assitzal rebuttal. This re.bulttal
is highly theoretical, and has little direct policy szgm/.icance. In ‘partl.cu] all(r:
it invcs'ligatcs the equilibrium cflects of gencral price and wage ll(]:( nin
tions- -omitting the dynamic consequences of deflation (especmty f
terms of expectations) which would !mve to. be put at. thg ;:{cn er or
any discussion of deflation as a practical p.ohcy a.lternatlve. owm;c.:t,
general deflation is a particular means of increasing the real quan.lylt
of money in a static equilibrium framework. Therefore, the thcorf:n:a
points raised in the first part of this rhaplcr.do have some r.clcvaln(c ml'
the evaluation of monetary policy—which mvolve:s increasing ll e rca_
quantity of money in an alternative way, through increases in the nom
inal quantity rather than through a g(?ncral deflation. i dheme

The latter part of this chapter will elal)or:fte on the ¢ aslflca Jhe e:
presenting criticisms of the Kcynesian. .thtforetlcal !ra.mcwor , and esp
cially the Keynesian concept of an equilibrium multiplicr. N

Keynes attacked classical theory on the ground that t.hc ;:lapfl z]ll cn.‘ on.-
might prove inadequate; specifically, he argued that, 1.f the fu —t qc};] o
ment savings schedule intersected the full-employment mve]'stmen t. hee-
ule at a negative rate of interest, there would be unemploymen ,'bmt
the nature of money and the capital markets rule out .the.poss; f "):
of a negative interest rate (Fig. 5-2). However, the t’:qu:}llllzatltonOi(.)intt:3 "
employment savings and investment through chang.es in ft era erin o
cst represented only one of two classical I:ncchamsms. or cr;su m%idcd
employment in equilibrium. The other, which Keynes ignored, p
the basis for the theoretical classical counterattack.

THE QUANTITY THEORY AND THE

RFAL-BALANCE EFFECT |
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general deflation or through an increase in the nominal money supply
while prices remain constant. What is the logic of this argument? __. ”

What the classicists held, simply, was tha ifJ)ng)!nglg‘gg wmp"rc__[cgl‘(
moncey, they will spend more. If their wealth in the Torm of money._in-
creases, they will be in a position to increase their levels of cc ngumgtionJ(,
and they will do so. In other words, classical cconomists argued that
something is left out of the Keynesian consumption function, namely,
the stimulative effect of increases in individuals’ money holding on their
consumption behavior, Classieal economists helieved that, if people are
provided with enough money, there is no limit to the amount they arc
willing to consume, since consumer wants are unlimited; full employment
can therefore he assured by a sufficiently large increase in the quantity
of money.

The effect of a change in the real stock of money_@m) the level of
consumption is known by a variety of names: the real-balance effect,
the wealth_ cffect, or the Pigou effect.” The theoretical significance of
the real-balance effect is fundamental: I increases in the (real) money
supply do indeed stimulate consumption, then the Keynesian liquidity
trap is invalid. Additional quantities of money are not caught in this
trap and prevented from affecting the level of aggregate demand; rather

they stimulate aggregate demand by shifting up the consumption
function.

The real-balance effect and the IS/LM analysis

The IS/LM analysis divides (he ceonomy into two markets: the
product market, with the 1S function showing the locus of equilibrium
points for this market: and the financial market, with the LM curve
showing the equilibrium points for this second market. If the real-balance
argument is accepted as plausible, this dichotomy must be rejected. The
product market and the monetary market are not separable. Rather, an
increase in the (real) quantity of money will cause consumption to shift
upward as a function of income, and will therefore cause the IS curve to
shift upward (o the right, as illustrated in Figure 6-1 (an elaboration of
Figures 5-3 and 5-4). An increase in consumption out of any given level
of income is the same thing as a decrense in savings. Thus, as the real-
money supply increases from 1y (o m., the savings function for income
level Yo shifts from $u,¥0 to Su Vo Thus, equilibrium point 41 moves to

TRecause of A. C. Pigon's early attack on Keynesian theory, “The Classical
* Recaus . C

‘ . 2" -‘.
Stationary State.”” Fconomie Journal 1945 pp (R
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Az "The IS curve moves from IS, 1o 18, as shown in part B of Figure

6-1.
Once the IS function is permitted to shift in response to changes in

the money supply, the “Keynesian™ range of the LM function ceases
to act as a trap preventing any increase in the money stock from increas-
ing aggregate demand. Rather, an increase in the money stock will cause
hoth the LM and the IS functions to move to the right: the LM function
because the money supply is used directly in the derivation of this func-
tion; and the IS function because of the real-halance effect on the sav-
ings function (Iig. 6 2)." In the classical theoretical system, wants are

FIGURE 6-2
IS/LM analysis: Effect of increase in money supply with real-balance effect

i

-Y (Real)

unlimited, and there is therefore no limit to how far the IS curve can
be shifted to the right if there is a suflicient increase in the quantity
of money. Unemployment cannot exist in cquilibrium if the real money
supply is increased cnough, either through an increase in the nominal
quantity of moncy or through an increase in the real quantity of money
as a result of a fall in prices. Classical economists have a powerful theo-

retical rebuttal to Keynes'  demonstration of an unemployment

cquilibrium.
From the viewpoint of practical real-wonld policics, the IS/LM analy-

at monctary policy becomes

sis can no longer he used to conclude th
at or close to

ineffective during a depression, when interest rates are

- ury i I-balance
‘On the rightward movement of the 1S curve as a rrsuI‘t of the Iresa (aml;)er

effect, see Don Patinkin,  “Rejoinder to ] R. Hicks,™ Feonomic Journal, Septe

1950,
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their minimums. (The reader is warned against jumping to the opposu.c
conclusion, that monetary policy is effective in such CIrt.:umstanccs. This
is a complicated question, which will be deferred until Chapter 8.)

Say’s Law and the inconsistency in classical theory"

Keynes was a brilliant economist, steeped in the classical tradition
which he attacked in his General Theory. It is thercfor.e somewhat para-
doxical—and, indeed, may at first glance seem do.wnrlght :\sto'undmg—
that he should look at only one half of thc. .classmal mc(jlfan.lsm when
he launched his attack on the classical proposition that. equilibrium could
exist only at full employment. (He attacked the classical argument fhat
the rate of interest would change so as to equate full-emplo?rment savings
and desired investment (Fig. 5-1), but he ignored the classical arg.umenz
that changes in the real quantity of money would affect sav::;g:).])
Keynes’ omission of the real-balance effect l)ecor.nes more um.icrstan able,
however, when it is recognized that the clasm.cal economlsts. wcrehr'w]:
consistent regarding the real-balance effect and, indeed, held views whic

'ere contradictory. .
i c'r]?h(;:o:ltiﬂicultyr);pparently grew out ol: a Patural con[usnonh.b;z]tween
propositions which were true only in equzhb.num, and .those which were
invariably true whether the economy was in equ.lhl)nm? or n?t.

Classical economists looked on money as a veil, behind which real
gonds and services were ultimalely exchanged for other r.eal. goods and
;ervircs. The butcher, the baker, the candlestick maker, it is truc,.sold
their goods for money in the first instance, but the reason they dlg. s;l)
was in order to have the money to bu?/ the shoes.and‘s.ealmg wa: w] ncf
they wanted. Money, of course, was .rmportant in onlmgdthc w ee: ion
commerce, making it possible to sell in large batch.es and to cngagb
any individuals which would have been

O e m
complex transactions involving n

~" % This section may be skipped without loss of continuity. completely ignored the
*Actually, it is not precisely mrre(‘.: “ sayt':taéflfneg::; can ensure full employ-
” i) »
. i se in the quanti e . loyment
classical argumenztsghzt[ 1?,;";;:::0’ Theory, he explicitly attributed unemploy.
ment. On page ’

: f money: .
o an madeqllafe S"PP’Y ° ’ hecause Penple want the moon;—men

clops, that is 0 et i i oney) i8 snmethipg
U"Cmp'?}’mcnf l(jpc‘;d I:viwn the object of desyrfe (l‘;vel.licxlf: cant o
"ﬂl"_";’t " nir:lpbe)’ produced and the demand for
which can .
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ere (& ersuade the pubhc -
choked off. Ther is n ~medy but to p ( h " (lh '
‘h T t'cail h(he same lhing and to have a green cheese factory e. a
i pract y ?

central hank) under public control. )
is di onci
" jon is difficult to rec
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cumbersome or impossible in a barter cconomy. Money made the system

work smoothly, but it was not what the game was all about: People
were selling goods in order ultimately 1o get other goods.

In carcless hands, this line of argument was extended until it got
some classical cconomists into trouble. In particular, J. B. Say (who be-
came one of Keynes' favorite whipping hoys) argued along the following

lines in the carly part of the 19th century. People sell goods to get other .

goods. (Note that the word “ultimately™ has been dropped from this
statement; this is important, as will be seen shortly.) ‘Therefore, the sup-
ply of one good involves the demand for some other good. Therefore,
for the economy as a whole, the supply of all goods must be equal to
the demand for all goods. Supply creates its own demand, and there
can never be a general oversupply of goods. It is true that there may
be an oversupply, say, of meat, and therefore distress in the meat industry.
But what this meant, according to Say, is that there was a corresponding
excess demand for some other product- bread, shoes, or whatever.
This conclusion, Say's Law, may be put formally, thus:

n n
D Si= ) D (6-1)
=1 i=1
where § and D stand for supply and demand, respectively;
there are n goods in the cconomy, 1, 2, . | n. (Incidentally,
services arc included throughout this argument, and the word
“goods” should be taken as meaning “goods and services”) ; and
= means “is always equal t0.”

The important point of identity (6 1) Say was arguing that the sup-
ply of all goods was of necessity always cqual to the demand for all
goods, regardless of the general price level.

As implied ahove, this formulation leads to trouble. In order to explain
why this is so, it is necessary to digress briefly to the work of 19th century
cconomist Leon Walras. In looking at individual markets, Walras noted
that there were two sides--in the ordinary transaction involving money,
there was an offer (supply) of money in exchange for goods. In other
words, demand does indeed involve supply, and therefore the total de-
mand and supply in the cconomy must invariably bhe equal if the demand
and supply of money are included in total demand and supply. Formally,
where money is identified as the n-| 15 item, Walras’ Law may be

written::
n-t1 ng-1

z Si= Y Di (6-2)
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: i \ 3 3 FIGURE 6-4
Walras Law is correct; there arc indeed two sides to every transac‘tlon, Demand and supply of money
and therefore total demand is indeed equal to total supply, provided N
that the demand and supply of moncy are included.? 3
However, the demand and supply for each item need not invariably
be equal. If the price is higher than the equilibrium level for a particular .
good, then the quantity demanded will be less than the quantity supplied. '
Demand and supply for a specific good are equal, but only at the equi- ;
librium price. This may be put in the familiar diagram of microeconomic 1
textbooks (Fig. 6-3). T S
FIGURE 6-3 .
Demand and supply: An individual good L
Price of 2
Shoes |
\ T .
T A 8 Quantity of money
price index appears on the vertical axis, lower points are observed as
prices rise.
Equilibrium The formulation of F igure 6--4 is consistent with the quantity theory

I ! of money. The demand and supply of moncy are equal, but only at
. the equilibrium general price level. If prices are above this level (that
is, if prices are at p., giving an observation helow the equilibrium height
of 1/pe in Figure 6-4), then the demand for money exceeds the supply;
| or, put another way, the supply of goods exceeds their demand, and
0 Quantity of shoes there will be unemployment. "I'he indicated solutions: Increase the quan-
tity of money (to S.), or allow the geneval price level to fall to its equilib-
rium level (pe). These, of course, represent the standard classical re-
sponscs to unemployment.

But let us return to Say’s Law, and the problem which it raises. Say’s

Demand

Now, according to the Walrasian argument, exactly the same type
H

1 ] ly of money

iti ies to the n -|- Ist item, money. If the supply tlet
. e a5 g app{;sn the demand and ’eupp ly of money look like the Law implies that the demand and supply of money are invariably equal,
A, N g"’.e"’ (; 4. The “price” or value of money is equal to its regardless of the general price level or of the existing quantity of money.®
hmcum?s i T;‘c. higher p‘he general price index, the lower the I'his may be seen by subtracting Say's Law (cq. 6-1) from the correct
urchasing power: ‘ | .
\")'dne or “price” of money in terms of goods. Thus, the rC(.:lprocal. of
tf;e general price index, 1/, is put on the vertical axis when illustrating P o

] [ of the )
the demand and supply curves for money. Because the reciproca | where the subscript an stands for money.

formulation, namely, Walras' Law (eq. 6 2). I'his gives:

| *This w i xplicitly by Oscar Lange, “Say's Law: A Restatement
tion is in_terms of gondsdandImonﬁey;u'llc?albca;g;?p';to? ] and (]_‘l:::w:::: ”p;zn;f:\q(: “F::\l::cli(sl I\);rh)llwrv. and Theodore O. Yntema, eds., Studies
oney, and other fin o ) ‘nicism, G : : ‘hicago: University of Chicago
it wonld have to 1 Walrasi :nde[y’m include other financial assets, in Mathematical Economics and Econometnes (Chicago: University ol g
) rasian - ‘ ' oon
an extensive elaboration (}f lhe’ :nd Prices, 2d. ed. (New York: Harper and Row, Press, 1942), pp. 52 53
N nterest, 5, 4.

cr Don Patinkin, Money,
[16) |

T . . e . nq‘.
' simplicity, this exp '
b " incinde goods, services,
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The problem which this raises: It is in??mfstcnt Yvilh the quzlmlity tl:(f::’();
which states that, if we begin at an equilibrium with full emp loymen .thc
with cquilibrium prices (pe in Figure 6—.4-), and then we |;1cr<;ascone
quantity of money (from § to S:), there W{ll be an excess supply of m eng
at the cxisting price level (p.), and when consumers attempt t.(;.ls;p. d
this money, the general price level will be bid up to its new eqt:lu rlvl:m
(p=). With the quantity of money at S: and with prices at p, t.“c:e -
be an excess supply of money: The demand .for money (OA4) will be o
than the supply (OB). So states the qu.antlty theory. In cc:ntrast, ‘:lss
Say’s Law (and consequently with ide.ntlty 6-3), there can be no exc
demand or supply of money; the quantity tl.leory can.not apply. dichor.
Say’s Law thus introduces a dichotomy into classical theo.ry,h a dic "
omy between equilibrium in the real goods sector and what is .aplpe]r:iln g
in the monetary sector. Say’s writings, therefore,.blurred. the loglcﬂ_)ct f
the real-balance effect; Say’s Law by implication denicd the effect o
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the markets for goods and services. After all, (he quantity theory of
money - which lay at the heart of their analysis of aggregate demand—
required that the money supply aflect the aggregate demand for goods
and services. But once again there jis an answers the classical economists
were not simply stupid. Rather, they were frequently concerned with
a problem quite different from the 'memplovment problem addressed
by Keynes. Specifically, they were concerned with government policies
which restricted international trade with tariffs and other devices. In
part, trade restrictions were hased on @ crude mercantilist proposition
that the wealth of nations depended on their holdings of gold, and that,
therefore, trade restrictions were desirable as a means for increasing the
quantity of gold in a country. In arguing against this crude mercantilist
thesis, Say and many other classical economists™ insisted that the wealth
of nations lay, not in their holdings of precious metal, but in their ability
Lo produce goods and services to satisfy the wants of their people. In

r goods and services. It is not sur- & so doing, some of them tended to simplify 2 procedure fully justified
the money supply on the demand fo g !
e 1 yt. 'mj‘ttaCki" Say’s Law, Keynes propounded a theory which by the very elementary level of much of the Guiff debate, In the process
g H n d X . 3 .
Pt lSl!lglt :; ’ :cal balanci effect Th’e division between the goods sector of simplification, they argued that money did not represent real wealth—
'g"l‘":“ fi - ial sector was continued into the IS/LM analysis presented ; an accurate statement at a high level of simplification. The fine points
‘:m(ﬂt c] ":a:;a ter (but was amended in the IS/LM presentation in of monetary theory got lost; a dichotomy was put forward which laid
as < . . : . ; ‘ :
;" 1c 6" 2) Tﬁis dichotomy is, however, inconsistent with the quantity the groundwork for Keynes skipping over the rcal-balance eflect in his
heory and v o effect; i mploy- or ! _ e
theory and with the real-balance effect; in order to be sure of full F ll')ca:e demonstration of an uncmployment equilibrium.
ment in equilibrium, a classical economist must argue t(llmft an ":; iy '
i ods.
in the supply of money will affect the aggregatle dfeman (;r ‘i‘; S | THE MULTIPLIER AND THE REAL-BALANCE EFFECT v
i mone
7 that there is a demand and supply for w ' N . . |
must argue ily equal, but which have the general characteristics shown I'he argument of (his chapter thus far has been highly theoretical
" ¢ - . age . . ) " . !
fmt ‘wae"; 4}’ ar?d a;'c equal only when the price level is at equilibrium.® and abstract, dealing with the nature of cquilibrium in the economy.
i e b isi cused only on one half As yet, it seems to have little ractical application, although it does point
/as at first glance surprising that Keynes fo y on : yet, p Pl g p
o ieal s gh ism, and ignored the real-balance effect in putting to one very important conclusion, namely that Keynesian theory may
of the classical merh anism, ployment might exist in equilibrium. The lead us to an overly hasty rejection of the importance of monetary policy.
sard his case that unen ) . . . . L o .
fnm.lrd' have seen, was that classical economists, and particu (Sce the _dlscus.:mn of Tigure 6 ?.) l.l ¥ 1mportant that we get back
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at all. What happens in (his simple multiplier analysis is that the $20
million of monetary wealth created in the first round hut not actually
spent in the second rorund «eaes 1o hage sy allect on the level of aggre-
gate demand; similarly, the $16 million sved during the third period
is assumed to have no further effect on aggregate demand; and so on.
To put it_glibly, what happens in the Kevnesian syﬂtem.js__t_h_:lt_,_whg}
the period ends, a whistle blows, trap door opens, and through it fall
all wealth Accumulations from the savings process:' they are assumed
never to influence consumers’ behavior again,

It is difficult to find people who say that (heir own consumption is
utterly unaflected by past savings. The questions raised in this section,
therefore, throw doubts on whether the standard multiplier analysis is
based on a reasonable “normal psychological law.™ On_the_contrary,
it seems reasonable to argue that consumption depends in part on wealth,
and that, in other words, past savings will tend to leak hack into_the
spending stream.

It is, however, very important to recognize what this criticism does
and docs not mean. Most important, it docs gt mean that no multiplier-
type process.is at work. Rather, it means that, as accumulated past_sav-
ings (wealth) stimulatc consumption, then the multiplier process is
stronger than indicated by the simple Kevnesian analysis. Any tendency
of consumers to spend their savings of period 2 during period 3, 5, 10,
or whenever will increase the total level of aggregate spending ultimately
resulting from the initial government spending. "This illustration has sug-
gested that the inclusion of the effect of wealth on the level of consump-
tion requires an upward revision of the mudtiplier.

The cvent which began the multiplicr process: a single-shot govern-
ment expenditure financed with the creation of new money in our illus-
tration--involved two simultancous changes in the cconomy. It involved
a flow of income to the public, in the form of additional government
expenditures. And, as a part of the same process, the money wealth of
the public was increased. The multiplicr analysis focuses on the first of
these changes, an income increase whose cffect tends to peter out with
the passage of time. But, il attention is focused on the se
increase in money wealth  then there is no similar reason to expect a
vanishing cffect; the money, once (‘rca(qu sln,\'s.in the economie system
to influence spending behavior indefinitely into the future; Tn Keynesian
theory, attention is Tocused on the change in income; a single injection
of spending is secn to peter out over time, rolm'ni!]g the _economy to
its initial Cﬁﬁi'il@ii‘.!‘ (Fig. 3-8). The dassical quantity_theory, however,

cond change—the

“F0r, in the words of my colleague Lloyd Atkinson,  “A penny saved is a_penny
3

burned.”

e
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focuses on the increase in the quantity of money. A single increase in
the moncy stock will influence the level of aggregate demand indefinitely

into the future; a single injection of money into the system will perma-
nently increase_the level of aggregate demand; a single_injection will
increase the equilibrium level of aggregate demand.

This illustration was chosen in order to draw the line most sharply
between Keynesian and classical theory; the government expenditures
stressed by Keynesian theory were financed by the money balances
stressed in classical theory. What we have done is introduce real money
into the system in a much more realistic manner than the price-wage
reduction method which dominated the debate between Keynes and the
classical economists. In doing so, we have put the real balance effect
into a context in which it has a relevance of real-world issues: Will a

| single program of government spending financed with newly created
moncy lead to a permanent change in the level of demand? Qur answer:
Yes.

The above illustration—with government spending financed with
newly created money—drew the line most sharply between multiplier
analysis and classical thinking. The same general question can, however,
also e raised for other types of injections into the spending stream which
initiate a multiplier process. Consider a government expenditure financed
by selling bonds to the public. As a result of the expenditures, the total
wealth holdings of the public will be permanently increased: They will
now hold the government bonds in addition to their previous assets. As
a result, future consumption should be expected to rise. Or consider in-
vestment expenditures. As investment spending proceeds, the real capital
stock of the nation will rise. Someone owns that capital stock. Society
as a whole owns greater wealth. A plausible result: a stimulus to con-

sumption into the indefinitc future.

Wealth and the size of the multiplier:
A classical interpretation
Suppose that we return (o the initial example, of a government spend-

ing financed with newly created money. According to classical econo-
g

the real money balances of the public should influence their con-
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FIGURE 6-5

The multiplier prdcn : Peri
*ss: Period analysis with re
N ? alysis al-bala
(single government spending financed by crntral lmn::)ce sffect
Aggregate demand
and its components

_—
aM

= = e e e \

Y, SR R N R T
New equilibriym
Y0 . B i S ——
Initial equilibrium
SN B | 1 i i i ! ! 1

Time

change in demand will be related to the velocity of money. If, for e
p.lc, the time period shown in Figure 6-5 is onc month, m;d t’hc e xf;'_:‘
num annual income velocity of money is four, then the e uil'?)ufl -
monthly change in aggregate demand will be one third the cih'lln e in
'thc moncy stock. (One third is found by dividing the annual \:elgc' .
4, by the number of months in the year, 12.) Thl‘lS with an ;n't’ IOC“Ys
ernment expenditure of $100 million financed with’ the cr‘e'uiol laf o
moncy, cquilibrium monthly aggregate demand will riqe'l( ; y nC.W
!1011.'“ If one follows a rather rigid quantity theory of 111;)11e)y $o33 mil.
ity being highly stable, then the equilibrium (lunu;c ina ry’
will be quickly approached. ‘ e
For more sophisticated classical treatments, the possibility of a change
in the velocity of money must be considered. This complication arisi

with veloc-
ate demand

"n this very simple illustration, the pu,«i‘hlr‘ multiple increase in the money
supply as a result of the initial money creation has been ignored. The multiple

expansion of the money supply is investigated in Chapter 7.
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if the initial government spending is financed with the issue of bonds.
In this case, the wealth of the public also increases with the initial govern-
went spending, but the money stock docs not. As consumers’ wealth
has permanently increased, their consumption (as a function of current
income) should be permanently higher than it would have been in the
absence of the government spending. Again, the income increase at-
tributable to the initial government spending will not completely evapo-
rate with the passage of time; there will be a higher equilibrium level
of income—although the increase in this case will be less than in the
cvent of an initial money creation.’

With the initial injection( Ecrmancntlb increasing the level of demand

(Fig. E—:‘F)), the size of the multiplier calculated in the standard way—as .

M oa series summed over an infinite number of periods—will become infinite;

infinity times any minimum constant equals infinity. The question of

the size of the-multiplierin-the classical system_therefore becomes uninter-

% esting, and attention in_the classical theoretical system is rather focused
on the amount by which the equilibrium level of income changes (that
is, the distance hetween ¥, and Y. in Figure 6-5). For public_policy,
the relevant qucestion is the change in aggregate demand over some Speci-
fied f.il_l,iwt'nmz__'___,__,_&qg—such as three years—as a result of an initial
injection into the system.

The previous illustrations assumed a single government expenditure.
Assume, alternatively, a _continuing government expenditure financed
with continuing money creation. Then, if consumption is a function of
wealth, aggregate demand will continue to grow without limit, as shown
in Figure 6-6,"® (Compare to Figure 3-9.) This is, of course, what one
would expect from a simple application of the quantity theory: If the
moncy supply increases indefinitely, so will aggregate demand. Such a

any new, stable “equilibrium” level
1 be an equilibrium growth path

continuing injection will not lead to an
of aggregate demand, although there wil

of aggregate demand. ‘ N -
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FIGURE 6-6
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the simple case where equilibrinm income velocity ja noransinnt) i e period, in

ployed resources in the economy, and that real output changes in res

to changes in demand, with prices stable. Where the crm;o;ny is :1[:0;]8]?
employment, the previous analysis must clearly take that into a.cc‘ounlz'
A risc in prices will result if aggregate demand increases (or, mofe pre:

cisely, if aggl_:?gﬁlé“ demand increases at a rate faster than the increase
o . ey i sq. . e STy el e INcreas
in productive capacity ol ihe cconomy). In such cases, increases in de-

mand financed by money creation need not involve an increase in the real
value of the total quantity of money; rather, they may simply involve
increases in prices.
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Stocks and flows and the problem
of the Keynesian equilibrium

The real-balance or wealth eflect objcctior.l to the .Key.mlzlslland?;nccs:
of an equilibrium level of demand may be reiterated in s(l;g tly 11\ :tr;:Ck
terms, concentrating on the distin(;:tl‘on betweelr stc.wks. an : j‘i(’)ws.a A stock
is a quantity of something which exists at a pc.nnt in tm"!c.th e con0 n}: .
of the money stock (the amount of mo:u:y which ex:slt,s mf e ecf or ?tai
the capital stock (the quantity of 'equnpment and other forms c;cst;‘i @
which exist) ; and so on. Expendlture ﬂows—consun:‘ptlon, in tim;
and so on—involve a time element; they represe.nt a “quantity per
period.” It makes no sense to speak of co.nsumptlon at noon (;n Januar): .
1. Rather, a time dimension must be specified: We can talk ? conjun?p
tion during 1974; or during the first quarte:r of that year; or :n‘;ng
the month of January. The quantity of water in Lflke Erie at noon to etllif
is a stock; the amount of water which goes over Niagara Falls per mon
) qI{{I:(;::zsizxn economics concentrates on ﬂows: partif:ularly aggrggatg__(lhe—
mand and its components. The_difficulty with t:hts, as scen fromﬂt e
classical viewpoint, is that stocks an‘d flows are interrelated. Tl;e ct:w
of water going over Niagara Falls will l.)c affected by .the stock ;)] wa e]:
in Lake FErie. In turn, the flow over Nlagara} Falls will affect t.e sto.c
of water in Lake Ontario. In_macroeconomics, the flow of savings in-
volves a_change in the stock of wealth as time passes. " f

For a general equilibrium to exi:st, th.cre must b.e an_equi ]1 r:lurtr;) oa
h()th\étocks and flows, since dissatnsl’z}ctlc{n wnth'elth;r.cant ?a Lo
rinch]n the other. If people are dissatisfied .w1th their It;) ilh w havé

. try to build up their wealth by saving more. .ey .
ey ]);)f wealth, thcy may consume more and save less; that is,
ve < ’

k of wealth may affect the flow o.f saving, and h.ence tfhg:: :l?r::
”'e.-"”‘ . te demand (a flow). This last observation, o our ,
ot f the real-balance effect. Keynesian cc?nom!cs, [c arge
. TCSlﬂt?mcm . n the equilibrium of flows w1th?ut reference
g to st this shows up in the emphasis on income
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of capital will be vising, and therefore the full-employment level of pro-
duction of the economy will also be increasing. This means that, for
a continuing condition of full employment, aggregate demand must rise
as time passes. )

Whatever its failings, classical cconomies docs handle the stock-flow
interconnection in a satisfactory manner. Money is a stock. If it is in-
creased from an initial point of cquilibrium, people will have an unde-

sirably large stock, and will respond by spending it. Thus, the aggregate
demand flow will adjust to a disequilibrium in a stock.

PROBLEMS WITH THE KEYNESIAN EQUILIBRIUM AND WITH
THE MULTIPLIER ANALYSIS:* THEIR SIGNIFICANCE

On the basis of the real-balance effect, a strong classical counterattack
may be made on the Rcyncsian theory of an unemployment equilibrium,
in general, and on the Keynesian concept of an_equilibrium_multipler,
in particular. Multiplicr expressions such as 1/MPS are based on the
fundamental assumption that at the end of a period a whistle blows
and wealth acquired in the savings process disappears. Since the accumu-
lation of wealth is an inherent part of the savings process, and since
the savings process is fundamental to the multiplicr, this climination of
wealth from consideration may be viewed as an internal contradiction
within the multiplier theory.

To adhere to Keynesian cquilibrium theory taken to its ultimate logical
consequences, it is neccssary to argue by implication that individuals
arc completely unresponsive to accumulations of real money wealth. A
dichard Keynesian helicves in fat mattresses: People are willing to squir-
rel away unlimited quantitics of idle money without modifying their con-
sumption patterns. That is the implication of the liquidity trap, which
is necessary to demonstrate the theoretical possibility of an unemployment
cquilibrium with flexible wages and prices, or, what is the same thing
in static theoretical terms, with st
of nominal money.

This theoretical attack on the multiplier, showin
of a process extended to an infinite nuniher of |

able prices and increasing quantities

g the logical difficulties
seriods into the future,

" While the criticisms of the multiplier in the earlier sectio
related to the key theorctical jssue between  classical and Key
(namely, the possible existence of an unemployment equilibrium), they by no means
represent a comprehensive or complete criticism of the multiplier theory. For other
criticisms, see, for example, Gottfried Haberler, “Mr. Keynes’ Theory of the ‘Mul-
tiplier': A Methodological Criticism,” in American [".cnnnm!c Association, Readings
in Business Cycle Theory (Homewood, 1l.: Richard D Trwin, 1?51)3 PP- |93-.202;
and Milton Friedman, Capitalism and Frecdom -(.(‘.hu‘:l,'m: Ulm’f"-‘_")’ of Clucag?
Press, 1962), Chap. 5. For a policy-oriented exposition n[_ﬂ_u' multiplier, see Council
of Economic Advisers, Annual Report, Janvary 1967, pp. 15 37,

n are intimately
nesian economists
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docs not, however, give us much clue as to the practical limitations of
Kcynesian theory as a guide to policy. If Keynesian theory runs into
difliculties in its conclusions regarding the long-run cquilibrium, why
should this be of concern in establishing short-run policy?

Keynesian economics: The long run and the short

‘The simplest answer, which will for the moment be conditionally ac-
ceptable, is that it does not really make much difference. Keynes was
concerned with short-run policy making, and, in particular, with the
policies necessary to stabilize the economy at full employment. This con-
cern was nowhere more clearly demonstrated than in his dismissal of
long-run equilibrium theorizing by economists: “This long run is a mis-
leading guide to current affairs. In the long run we are all dead.”"”
The elaborate—and questionable—theoretical structure which Keynes
presented to demonstrate the existence of an unemployment equilibrium
was not necessary to make his case for a policy of short-term fiscal expan-
sion; but it was most helpful in convincing economists steeped in equilib-
rium theory that action was necessary. The Keynesian recommendations
of increases in government spending and tax cuts during depressions do
not fall as a result of theoretical problems with the nature of the long-
term equilibrium.

In a situation such as the depressed 30s, the objections which were
made above to the simple multiplier do not throw doubt on the advisabil-
ity of fiscal expansion, although they may indicate that, in cases where
only mild stimulation is needed to restore full employment, some adjust-
ment should be made in the degree of fiscal expansion in order to take
account of feedbacks of savings into the spending stream. The only im-
mediately obvious implication of the abovc.a discussion is. that it is inad-
TR it r recession, to make sizable long-term

visable, in a situation of depression 0 . .
<[;eﬁrffrig commitments in_the belief that they will clearly be required

for a long-term achievement of full employmcnt...K(.aynesian t:l(;:o;y, al-
though appearing In the guise of Tong-term equnhbn'um, shou f e :;Es-
pli('d. only to short-term problems. It is no less important lor
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cffects in detail in Chapter 13; suflice it for the moment to note that
wealth effects are not casily identified"™ in spite of their logical importance
inthe theoretical controversy between Keynes and  the  classical
CCONOIISLS,

Second, the discussion of the classical counterattack casts doubt on
the precedence given by Kevnesian theory to fiscal policy as contrasted
to monctary policy, particularly as a cure for depression. The theoretical
Keynesian structure dismisses the importance of money in a manner
which is not altogether plausible -particularly with the liquidity trap.
There is something intrinsic in the Keynesian intellectual framework
which reiterates to the unwary cconomist that “money is not very im-
portant; money is not very important.” (Just as, on the other side, the
quantity theory suggests to the unwary cconomist that “money is the

" Suppose we wish to statistically investigate the Keynesian consumption function.
There is no necessary connection between the “periods™ of multiplier thcory and
the periods for which statistics arc gathered. Within the Keynesian framework
it is therefore reasonable to specify consumption as a function of “recent” income-—'
that is, income of this period and the previons period. But it is also reasonable
to assume that people are also influenced hy habit, and that therefore previous
consumiption (in period ¢ — 1) should also he nsed to explain current consumption
(in perind ¢). Thus, the consumption function is readily extended within the Keynes-
ian framework to include the following variables: i

Co= f(F Voo, €0 (6-4)

_va. what is the classical objection to the Keynesian consumption function?
It is that K?ynesian theory ignores the effect of wealth on consumption. To returx;
to the very simple criticisms of the multiplier presented above, the classical objection
to Keynesian theory is that people in future perieds should be affected by the
savings or the changes in wealth during the present peried. In other words, the
Iggw '(;f the classical position is that equation (6 1) must be amended to i!;:f]llde
Siay, thus:

Co= (Ve Yeer. Cova Se 1) (6-5)

::;hx:-\lfl'l' the savings of the previons periad, is put in as a measure of the change
The problem is that the consumption function has now hecome a statistical m
strosity. Specifically, from the view of the fitting of statistical functions ié makeso:-
sense to include ¥y, Ciy, and Sy all as independent variables in the et’]uation si .
they are not only closely related, but S, , may he directly derived from the d o]
relationship among the three variables: efinitional

Sea=Yoa- 6 (6-6)

We get no statistical mileage by putting S, into equation (6-5); the central
theoretical issue between Keynes and the classics is ot amenable to w,nc] iy
statistical test. such a simple
) ']l!IS (!m‘s not mean, hm\'cv.or, that wealth concepts are irrelevant in the empirical
investigation of the consumption function. Something will be sajd on this subject
in ?hj\pu‘r '|3. For the moment, it suﬁ.i('('s to note that, w!ncn wealth is introduced
statistically into the consumption function, measures not directly related to savings
of the previous period (as commonly defined) are wied. For example, in the econo-
metric model of the Federal Reserve Board and the Massachusetts Institute of
Technology (the FR-MIT model), capital gains acomed in the stock market are

included as an explanatory variable in the consnmption hinetion.
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key; money is the key.”) If a judgment is to be made about the relative
merits of fiscal and monetary policy, a much closer look will have to
e taken at the manner in which money affects the economy. In the
heauty contest between fiscal and monetary policy, the prize cannot be
awarded after looking only at the first contestant. In the coming chapters,
the second contestant—monetary policy—will be viewed.

KEY POINTS

1. According to classical theory, the dichotomy between the product
market (the IS curve) and the financial market (the LM curve)
must be rejected. An increase in the quantity of money held by
the public will increase their level of consumption out of any given
amount of income. Thus, it will shift the savings function down,
and shift the IS curve to the right. An increase in the quantity of
moncy directly affects both the LM and IS curves.

2. Consequently, the “liquidity trap” argument becomes invalid if con-
sumption responds to additions in real money holdings of the public
(the “real balance effect”). Increases in the real money stock, will
increase aggregate demand. The economy does not remain in an
unemployment equilibrium regardless of increases in real money
balances.

3. Once we recognize the potential cffect of increases in the quantity
of money (or other forms of wealth) on consumption, then the multi-
plier process becomes more complicated. For example, a one-shot
government spending financed by newly created money will involve

the equilibrium level of national income;

a permanent increase in
t asymptotically towards zero as foreseen

the effects do not peter ou
in the simple multiplier theory.

QUESTION .
1. In Chap. 3, consumption was introduced asa function of 1.ncor:1|e.
We have now introduced a second determinant of consumption de-
mand; namely, money wealth (and' other forms of we.alth). Whj§
other variables might he expected to influence consumption demand:

SUGGESTED READING
Interest, and Prices; An Integration of Monetary

])()" Pntink]n; M(Mle}’, 2d ed. (NCW York: Harper & ROW, 1965),

and Value Theoty,

(haps. 1-4.

part Il

Money and the banking
system

Highbrow opinion is like a hunted hare, if you stand
still long enough, it will come back to the place it
started from.

Dennis Robertson



AN OLD KEYNESTAN COUNTERATTACKS

James Tobin
Yale University

THE CENTRAL MACROECONOMIC ISSUE

The crucial issue of macroeconomic theory today is the same as it was sixty years ago
when John Maynard Keynesrevolted against what he called the “classical” orthodoxy of
his day. It is a shame that there are still “schools” of economic doctrine, but perhaps
controversies are inevitable when the issues involve policy, politics, and ideology and
elude decisive controlled experiments. As a lifelong Keynesian, I am quite dismayed by
the_prevalence in my profession today, in_a particularly virulent form, of the
macroeconomic doctrines against which I as a student enlisted in the KQY,D..?&@:@

revolution. Their high priests call themselves New Classicals and refer to their explana-
tion of fluctuations in economic activity as Real Business Cycle Theory. I guess “Real” is ]
intended to mean “not monetary” rather than “not false,” but maybe both.

I am going to discuss the issues of theory, Keynesian versus Classical, both then and
now. Since the main purpose and preoccupation of macroeconomic theory is to guide
fiscal and monetary policies, the theoretical differences imply important differences in
policy. Moreover, prevailing doctrines seep gradually into the ways the world is viewed
not only by economists but also by students, pundits, politicians, and the general public.
It is in this sense but only in this sense that I shall be talking about current events.

The doctrinal differences stand out most clearly in opposing diagnoses of the
fluctuations in output and employment to which democratic capitalist societies like our
own are subject, and in what remedies, if any, are prescribed. Keynesian theory regards
recessions as lapses from full-employment equilibrium, massive economy-wide market
failures resulting from shortages of aggregate demand for goods and services and for the
labor to produce them. Modern “real business cycle theory” interprets fluctuations as
moving equilibrium, individually and socially rational responses to unavoidable exog-
enous shocks. The Keynesian logic leads its adherents to advocate active fiscal and
monetary policies to restore and maintain full employment. From real business cycle
models, and other theories in the New Classical spirit, the logical implication is that no
policy interventions are necessary or desirable.

Should we describe the macro-economy by two regimes or one? The old Keynesian
view favors two regimes. In one, the Keynesian regime, aggregate economic activity is
constrained by demand but not by supply. If there were additional effective demands for
goods and services, they could be and would be satisfied. “Demand creates its own
supply.” The necessary inputs of labor, capital capacity, and other factors are available,
ready to be employed at prices, wages, and rents that their productivity would earn.
Only customers are missing.

The second regime, which Keynes called classical, is supply-constrained. Extra
demand could not be satisfied at the economy’s existing capacity to produce. The needed
workers or other inputs are not available at affordable wages and rents. The supply
limits bring about prices and incomes that restrict aggregate demand to capacity output.
Should capacity increase, those prices and incomes will automatically generate just
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FIGURE 1
Real GNP: Actual and Potential
Quarterly, 1950 - 1992

Log Scale, Trillions of 1987 Dollars
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enough additional purchasing power to buy the extra output. “Supply creates its own
demand.” .-

—Revnesians believe that the economy is sometimes in one regime, sometimes in the
other. New Classicals model the economy as always supply-constrained and in supply-
etuals-demand equilibrium. In their real business cycle models, the shocks that move
economic activity up and down are essentially supply shocks, changes in technology and
productivity or in the bounty of nature or in the costs and supplies of imported products.
Although external forces of those kinds, for example weather, harvests, natural catas-
trophes, have been the main sources of fluctuating fortunes for most of human history,
and although events continually remind us that they still occur, Keynesians do not
agree that they are the main source of fluctuations in business activity in modern
capitalist societies.

The distinction between the two views can be concretely illustrated by reference to
Figures 1 and 2. Charts of this kind were originated by President Kennedy’s Council of
Economic Advisers in 1961. They were meant to depict a Keynesian view of the U.S,
economy. In Figure 1 the wiggly track is the reported real (i.e., inflation-corrected
measured in 1987 prices) Gross National Product (GNP). The smooth track is Potentiai
GNP (PGNP), a hypothetical estimate of the growing capacity of the economy to produce
goods and services. PGNP approximates the supply constraint on GNP. This cannot of
course, be taken literally. “Capacity” means what can be produced by the norn,xal
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FIGURE 2
GNP Gap and Unemployment Rate
Quarterly, 1950 - 1992
Percent Gap and Percent Unemployment
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erations of a market economy, not what can be done in an emergency
ation like that of World War II. ometimes, Figure 1 shows, actual GNP exceeds
These are situations of unsustainably low unemployment and labor shortage;
PGNP. ! h . . e .
economy is overheated and inflation is Increasing.
the p gr_w/ep_tuauy GNP is meant to correspond to full employment, indicated by balance
Mmﬂ) y stable rafes of change of money wages
petwWw —ces. In practice, in Figure 1 when GNP coincides with PGNP, the unemployment
a}}éf’fﬁge gradually from 4 to 5 1/2 percent. The proximate determinants of the growth of
t;IsP are the growth of employment — which is, since the unemployment rate is held
P ¢, essentially that of the labor force — and the growth of the productivity of
cons Both of these growth rates slowed down around 1973; in Figure 1 the slope of
1abO%: on logarithmic scale is reduced from 3.5 to 2.5 percent in that year.
PGPK1 e sources of PGNP growth are supply phenomena. They are the consequences of
aphic and technological trends, which by their very nature change slowly. Actual
derllogr anders around PGNP, The Keynesian interpretation of the volatile gap between
GN P "‘; geries is that it reflects fluctuations in demand. Spending can and does go up
the % wn more quickly than capacity. When actual GNP falls below PGNP, the
aﬂd is in the Keynesian demand-constrained regime. When it is above or equal —
econ“’:: say, 1 or 2 percent below — PGNP, the economy could be viewed as supply-
vels
z;nestfal ped

mo iliz
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Figure 2 charts the percentage GAP between PGNP and GNP, together with the
overall unemployment rate. Clearly the two series go up and down synchronously.
However, the amplitude of GAP is much the greater. A one point increase or decrease in
the unemployment rate is associated with a 2 1/2 or 3 percent change in the same
direction in the GAP. This phenomenon is one of the most important and reliable
empirical regularities of macroeconomics. It is known to economists as Okun’s Law,
because the late Arthur Okun quantified the GAP and its relationship to unemployment
for the Council of Economic Advisers to President Kennedy in 1961. The Council wanted
to demonstrate to the President and Congress that the economic payoffs of fiscal and
monetary stimuli to reduce unemployment went far beyond the direct benefits to the
unemployed themselves.

It may seem paradoxical that a one percentage point reduction of unemployment,
which might be expected to mean approximately a one percent increase in employment,
would raise output by more than one percent, indeed a great deal more. The answer is
that the same spending that reduces unemployment rates raises labor inputs to produc-
tion in other ways: increased hours of work, movement of discouraged workers into the
labor force, and more efficient use of overhead workers and of other redundant workers
kept on payrolls in hard times.

Apostles of New Classical Macroeconomics and Real Business Cycle Theory reject
the Keynesian interpretation. For them, there is no PGNP path distinct from actual
GNP. The fluctuations of actual GNP are also fluctuations of PGNP, caused by shocks to
the economy’s productive capacity. One could of course draw a trend, a moving average,
through the GNP path. But it would be purely descriptive. It would have no
macroeconomic significance. There is only one regime. The economy is always against
its supply constraint. It is never demand-constrained in the sense that demand falls
short of the normal capacity of a market economy. The economy is continuously at full
employment, but the unemployment rate corresponding to full employment fluctuates
from one quarter to the next.

Keynesians interpret the quarter-to-quarter and year-to-year fluctuations of unem-
ployment as largely involuntary: workers whose marginal productivities are no less
than existing real wages are willing to take such jobs, but the jobs don’t exist. New
Classicals, in contrast, regard all unemployment as voluntary; workers choose to with-
draw from or enter or re-enter the labor force as the advantages of employment change
relative to other uses of time. The supply shocks that drive the economy also change
those advantages and those choices.

wle — forecasters of business conditions, business managers, politi-
cians, workers, even bankers and central bankers — are instinctivelLIS_g_Lnesians,
especially during recessions. They realize that companies lay off workers and even shut
down when their sales fall off. They blame cutbacks in defense for unemployment in
Groton, Connecticut, where submarines are built, and blame declines in air travel for
hard times in St. Louis and Seattle, where aircraft are made. But the dominant theory in
academic macroeconomics today has no room for economy-wide demand shocks and
demand-side recessions. _

How come? It all has to do with market-clearing, specifically the role of prices in

clearing markets, that is, in equ supply. The favorit mption of
Oﬁ_—_—mnjﬂ@;&t eory, Classical or Neo-Classical or New Classicai, 1S that tﬁe rice

In any market is determined by the condition that suppl emand. That is

SRS VETN

¥

pictured in economists’ favorite diagram for beginning students, and it is the unques-
-_‘_‘—u_._
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FIGURE 3
Supply, Demand, Market-Clearing

o
X o X, X, X =>

Ma Figure 3 is such a diagram, for a single commodity and its
t — If the demand curve is D, and the supply curve is S, the price is p, and the

.+ is %,- Should demand shift to D, while supply remains at S, price moves to
e market atp,, x,.

Does such a price adjustment occur instantaneously, so that there is no real time
which the markets fail to clear? Is there no real time during which price stays at

clul'!.,El sellers are able to sell only x,,, even though they would like to sell x,, so that there
ply of ES? The arrow pointing downward reflects what we tell our
> oductory students. Ifthere is excess supply in a market, the price falls. The question
int? w fast?” Should we model the whole economy as if all markets, labor markets as
is ,/s’p’&,duct markets, are cleared by price adjustmeénts at every moment of time? Ifso
w QIL%W ruling out excess demands and excess supplies — in particular,
we 2 tary unemployment — and assuming that all the prices and quantities we
involﬂ  reflect demand/supply equalities, in other words that no non-price rationing of
Obi; es AmOnE buyers or sellers occurs. This is the essence of the Keynesian-New Classical
sall

gz
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DEJA VU: THE SAME MACROECONOMIC CONTROVERSY SIXTY YEARS AGO

It’s nothing new. The same controversy occurred in the 1930s. It was pretty hard to
maintain classi ring the Great Depression. But in the absence of any
intellectually respectable alternative, the classical supply-constrained, market-clearing
model was used by economists in diagnosing, misdiagnosing, the depression and by
policy-makers in resisting demand-creating remedies. What came to be known as the
“Treasury View” in Britain was echoed in the United States by the Hoover Administra-
tion, the Federal Reserve, and initially by the Roosevelt Administration too, and in
Germany by the Bruening government, the last government of the Weimar Republic
before Hitler.

John Maynard Keynes started revolting against orthodox theories and policies in
1925, when the depression was beginning in Britain. But it was not until he wrote The
General Theory of Employment, Interest and Money [1936] that he could present a
coherent theoretical alternative. The intention of the word “General” in the title was
precisely to distinguish his theory from the “classical” supply-constrained market-
clearing model. He did so by arguing that economies like those of the U.K., Western
Europe, and the U.S. are usually in demand-constrained regimes. In the next 20 or 25
years, the Keynesian Revolution swept the profession and became generally accepted
mainstream wisdom. Twenty years later a classical counter-revolution had reopened the
debate of the 1930s and put Keynesian economics on the defensive.

According to the synthesis of classical and Keynesian macroeconomics reached by
1@(_)1 Keynesian macroeconomics is short-run. It does not pretend to apply to long-run
growth and development. It does not tell poor countries how to lift themselves out of
poverty or rich countries how to be richer fifty years hence. In the long run — perhaps
with the help of Keynesian policies — markets will somehow clear, new workers will get
jobs, and the fruits of technological progress will be realized.

In the 1930s Keynes suspected that involuntary unemployment was not just a
transient cycli n_bu hronic defect of advanced capitalism. In New
England’s Cambridge, Alvin Hansen [1938] warned of secular stagnation. Those views
were natural enough in the 1930s. Both Keynes and Hansen were depicting outcomes to
be feared in the absence of the remedial policies and institutions of demand stabilization
they were recommending. It can be argued that habitual application of those remedies
after World War II, reinforced by the expectation that they would be used, moderated
the severity of cyclical departures from the full-employment path.

The most important innovation of the General Theory, according to its author, is
what he called the principle of effective demand. This is his term for the demand
constraint I described above. The word “effective” captures the idea that workers can
spend on goods and services only the wages they actually earn from employment, not the
amounts they would spend if they had all the jobs they would like to have at existing

wages. Likewise, employers can hire workers only to the extent they are needed to
Produce the goods and services they can sell. During the recent recession this impasse
was nicely captured by a cartoonist with economic intuition. (Figure 4).

Keynes's “classical” opponents in the 1930s were much more moderate than thejr

et

descendants today. In the General Theory, Keynes's foil was his long-time friend and
Cambridge colleague, Professor A. C. Pigou. Neither Pigou nor other orthodox econo-
mists of the day were arguing that a model in which prices cleared all markets at every
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FIGURE 4
Keynes's Macroeconomic Impasse
The Principle of Effective Demand

OPEN YOUR WALLETS!
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MAYRE, AT NALE -
YOUR OLD mv.-";ﬁ .

¢ of time was a reliable approxjmation to actual economies or a practical guide to
inst3” Lt policies. The debate was about the efficacy and speed of the economy’s
goverﬂl recuperative mechanisms, If shocks occur that bring about unemplo‘yunfu?ntz will
natu™? " in motion corrective)adjustments that restore full-employment equilibrium?
th% , will deflation (or disinffation), the wage and price declines that naturally
spe? ﬁﬁ_om excess supplies (like £S in Figure 3), do the job? Will they do it without help
resWlt —percyclical fiscal and monetary policies? Keynes said “No, or anyway not
from C/O/@ud-ifﬁﬂlv_not soon enough.” Pigousaid “Yes, surely yes, eventually anyway.”
‘ leays orist, his main concern was to deny that Keynes’s demand-constrained outcomes
Asfat :d the status of equiliprig in the sense that they would repeat themselves
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indefinitely in the absence of external shocks. Pigou resented that word General. But
as a practical matter he agreed with Keynes on public works spending as a means of
reducing unemployment.

In contrast, New Classical theorists today do not allow excess supplies or demands
ever to arise in the first place. Thus they finesse the Keynes-Pigou issue, the speed and
efficacy of natural adjustment mechanisms in eliminating discrepancies between de-

mand and supply.

THE PRICE FLEXIBILITY CONTROVERSY

[N i
What young theorists today describe as Keynesian economics is a caricature of the
true thing. Here is a description by authors who, by labeling themselves New Keynesians,

evidently intend to convey sympathy.

According to the Keynesian view, fluctuations in output arise
largely from fluctuations in nominal aggregate demand. These fluctua-
tions have real effects because nominal wages and prices are rigid...[TThe
crucial nominal rigidities were assumed rather than explained, [al-
though] it was clearly in the interests of agents to eliminate the rigidities
they were assumed to create...Thus the 1970s saw many economists turn
away from Keynesian theories and toward new classical models with
flexible wages and prices. [Ball, Mankiw, and Romer 1988, 1, emphasis
added]

Those New Classical models are market-clearing models, and.they have not just

flexible prices but perfectly and instantaneously flexible prices, an assumption that is
surely more_extreme, more arbitrary, and more devoid of foundations in individual
rational behavior thapn the imperfect flexibility assumed in Keynesian models. There is
a great deal of semantic double-talk in the assertion that the macroeconomic market
failures described by Keynesian models vanish if money wages and prices are assumed
flexible rather than rigid.

Price flexibility is not a yes-or-no circumstance. Consider instead a spectrum of the
degree of price flexibility, from complete flexibility at one extreme to complete rigidity at
the other. Complete flexibility means instantaneous adjustment, so that prices are
always clearing markets, jumping sufficiently to absorb all demand or supply shocks.
CowMgﬁi@means that nominal prices do not change at all during the period of
analysis. In between are various speeds of price adjustment, various lengths of time
during which markets are not clearing.

Who owns the middle ground? We Keynesians do, despite common beliefs to the
contr;;y, Keynes and Keynesian economists did not assume complete rigidity, nor did
they need to. Itis not true that only an arbitra_lry and gratuitous assumption of complete
rigidity, converting nominal demand shocks into real demand shocks, brings into play
Keynes's multipliers and other demand-determining processes (including the IS/LM
curves taught to generations of college students).(AnyXegree of stickiness that prevents
complete instantaneous price adjustment has the same qualitative implications,

In the quotation above, “nominal aggregate demand,” means aggregate dollar spend-
ing on goods and services. This is not what Keynes meant by “effective demand.” He
was referring to demands for quantities of goods and services, measured in constant
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prices, not in current dollars. He stressed changes in these real demands, not mindless
changes in total dollar spending irrespective of what dollars could buy, as the sources of
depressions and prosperities. Only people who formed their opinions of Keynesian
economics without reading Keynes could make this mistake.

Whati9true is that Keynes stressed that we live in a monetary economy, as opposed
to a frictionless market-clearing barter economy. Prices, including wages and salaries,
are quoted in dollars. It is dollar prices that initially respond to excess supplies and
demands, not real or relative prices, which value each commodity or service in terms of
other commodities. In insisting on this fact, Keynes was deviating from a cherished
principle of classical theory, the proposition that “money is a veil” behind which
everything works out as it would in a miraculously efficient barter economy. Money is
neutral. It affects nominal prices but not real variables. According to this proposition,
which Don Patinkin [1956] called “the classical dichotomy,” people do not value money
for its own sake and therefore they behave in ways that produce the same real outcomes
regardless of how much money is circulating. Real prices, the terms of trade between
commodities, are the same whether dollar prices are high or low and whether they are
inflating, deflating, or stable. Dudley Dillard [1988] called this the “barter illusion” of
classical economics.

In any single small market of a large economy, the distinction between money price
al price may be negligible. If a fall in the demand for bagels leads to a decline in
fheir prices in dollars, that is also a decline relative to prices of gasoline, videotapes,
plumbers, and everytl_ling else. If Figure. 3 applies to bagels, we would not have to
spe cify whether the price on the vertical axis is cents per bagel or fractions of a standard
shopping-cart package per bagel, and we could assume that the demand and supply
curves stay in g place as the bagel price moves.

“n attacking the classical assumption that markets are continuously cleared by price

and re

- ustments, Keynes stressed labor markets in particular, asserting that wages do not
?;Wghmcess supplies of labor — inyoluntary u%xemplo?r%ent — at
revailing wages. The difference between money price and real price, negligible for a
16"(?51‘5—5.?5 market, is crucial for an economy-wide labor market. It is the real wage —
the value of wages in goods produced and consumed — that should equate employers’
demands for 1 i rkers’ willing supplies. When shocks throw this market out of
& ailibrium, these real-wage demand and supply schedules may well stay put as wages
and other prices adjust. But@in Figure 3 the money wage is the price on the vertical
axis, We nob assume that the demand and supply schedules stay in place as the

L

— ey wage declines. The demand for labor will certainly depend on the wages that the

P orkers are paid and spend on the products they themselves make, as the intuitive
cartot?I?j__f’_t',‘icoﬂqmi_fet_understood. -
Therefore, if an economy-wide excess supply of labor arises and leads to a fall in

oney wages throughout the economy, it is by no means obvious that real wages fall as
o uch —Or -at all. Quite possibly, employersjust reduce proportionately the dollar prices
T he goods they produce, Keynes argued that workers could be quite willing to take
0 ps at lower real wages but have no way to communicate this willingness.
39 The question boils down to whether proportionate deflation of all nominal prices,
b ¢h money wages and product prices, will or will not increase aggregate effective real
'mfind' This is a complicated matter, and I cannot do it justice here. Two issues in this
de need to be distinguished. The first concerns the relation of real aggregate

ateé
deb d to the nominal price fepel. The second concerns its relation to the expected rate

n
e - 2Ll
d change of nominal Prices,
[4)
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Keynes in Book I of The General Theory dggM_@ggreggtq demand was
related at_all to the price and money wage level. In effect, he turned the classical
neutrality proposition against the classicals. If all money wages and prices are lowered
in the same proportion, how can real quantities demanded be any different? Thus, if
real demand is deficient, how can a purely nominal price adjustment undo the damage?

Actually Keynes himself provided an answer in _a later chapter. If the nominal
quantity of money remains the same, its real quantity increases, interest rates fall, and
real demand increases. This mechanism would fail if demand for money became
perfectly elastic with respect to interest rates — the “liquidity trap” — or if demand for
goods for consumption and investment were perfectly inelastic.

Pigou [1943; 1947], Patinkin [1948], and other authors provided another scenario
the “Pigou-effect” or “real balance effect,” which alleges a direct positive effect on

form of the increased teal value of their holdings of dollar-denominated assets. This
effect does not depend on reduction of interest rates.

To an astonishing degree, the theoretical fraternity has taken the real balance effect
to be a conclusive refutation of Keynes. Yet this effect is of dubious strength, and even

of uncertain sign. Most nominal assets in a modern economy are “inside” assets, that is
the debts of private agents to other private agents. They wash out in accounting
aggregatibn, leaving only the government’s nominal debt to the private sector as net
wealth. Some, though probably not all, of the interest-bearing debt is internalized by
taxpayers who feel poorer because of the taxes they expect they or their heirs to have to
pay to finance the interest payments. The base of the real balance effect is therefore
quite small relative to the economy. In the United States today the monetary base, the
non-interest-bearing federal debt, is only 6 percent of GNP.

While Don Patinkin [1948] stressed the theoretical importance of the real balance
effect, he disclaimed belief in its practical significance. In the Great Depression, he
pointed out, the real value of net private balances rose 46 percent from 1929 to 1932, but
real national income /el 40 percent. —

That inside assets and debts wash out in accounting aggregation does not mean that
the consequences of price changes on their real values wash out. Price declines make
creditors better off and debtors poorer. Their marginal propensities to spend from
wealth need not be the same. Common sense suggests that debtors have the higher
spending propensities — that is why they are in debt! Even a small differential could
easily . swamp-the Pigou effect — gross dollar-denominated assets are 200 percent of
United States GNP.

Irving Fisher [1933] emphasized the increased burden of debt resulting from unan-
ticipated deflation as a major factor in depressions in general and in the Great Depres-
sion in particular. Fisher's wealth redistribution effect is quite possibly stronger than
the Pigou and Keynes effects combined, particularly when output and employment are
low relative to capacity. This may be one reason for the weakness of demand in world
economies the past four years.

An even more important argument refers to rates of change of nominal prices. The
Process of change works on aggregate demand in just the wrongmeater
eXpected deflation, or expected disinflation, makes people want to hold rather
than godS- It is an increase in the real rate of interest, necessarily so when nominal

N

interest rates are constrained by the zero floor of the interest on money. This is another
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FIGURE 5
Aggregate Demand Related to Price Level and Price Change
The Questionable Stability of Price Adjustment
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factor F' isher stressed in his explanation of the Great Depression. Keynes stressed it too,
4 = pragmatic reinforcement of his overall argument.
as The process of price change matters when the change takes place in real time,

, during the transition it tends to move the demand/supply balance in the wrong

aus’@_ " v . 3 7
g?fééﬁon. After a negative demand shock, an increase in demand associated with a
> - er price level is required to restore equilibrium; a falling price actually diminishes

oves peis X
d% surprisingly, the New Classicals, and evidently the self-styled New Keynesians
take the easy way out. The possible instability of the price-adjustment process is an
aba rrassment. They tacitly avoid it by assuming perfect flexibility, so that after
. L AVOI

surpl'i se shocks, prices jump to their new equilibria without passage of time.
Th

to0,

& problema..tic stability of real-time price adjlfst.men.t is ew:'ident in Figure 5. Here
55 rizontal axis represents expected price deflation or inflation, x. The vertical axis
the ™ nts p the log of the price level. An upward sloping curve like E plots combina-
repré ) of expected price change and price level that generate the same aggregate real
tions (% E. The slope reflects the assumptions that demand is related negatively to the
dema” vel and positively to itg expected rate of change. In given circumstances, a higher
Price Be ferstoa lower demand £ and a lower curve to higher demand. The curvature of
p ul""e,rl ci reflects the assumption that the “Keynes effect” of increases in real money
the 14 lowering interest rates declines as those balances rise and interest rates fall.
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Suppose that initially the “isoquant” E," makes demand equal to full-employment
equilibrium output Y *, here taken to be constant. Points above or left of that isoquant
are positions where E is lower than Y *, characterized by Keynesian unemployment.
Points below or right of E°, are positions of macroeconomic excess demand. In Figure 5,
the equilibrium inflation rate (expected and actual) and price are (0, p,). Suppose now
that a discrete one-time negative shock to real demand shifts the isoquant for E = ¥*
down to E°, so that the new equilibrium inflation rate and price are (0, p,). The old
isoquant E°, now implies an E lower than Y*. To restore equilibrium the price level must
fall from p, to p,. How is the price decline to be accomplished? One scenario is the New
Classical miracle, an instantaneous precipitous vertical descent, so that there is no time
interval during which actual or expected price changes are other than zero. If jumps of
that kind in p are excluded, there is no path of actual price changes and rationally
expected prices that avoids departure from E = Y* during the transition. It would take
a burst of positive inflation, actual and expected, to offset the negative demand shock, as
at point A. But this would move the price level in the wrong direction.

The likely scenario is a path like B or C in Figure 5: The excess supply that now
characterizes the initial equilibrium point (0, p,) and the first isoquant induces prices to
decline, and the anticipation of their decline is bad for aggregate demand. Along B the
real balance effect is strong enough to overcome the negative effects of the deflation;
aggregate demand E is increasing as the path hits lower isoquants. The new equilib-
rium may be attained, though probably by a damped cyclical process. Along C, however,
the price level effect is too weak to win out, and the gap of E.and Y below Y* is
increasing.

Fisher and Keynes both thought that output and employment would be less volatile
if money wages and prices were fairly stable, rather than flexible. They were right.
Earlier, [Tobin, 1975] I exhibited a simple formal macroeconomic system, classical in the
sense that it has only one equilibrium, which is characterized by full employment and a
constant price level. It is easy to specify plausible dynamics that make the equilibrium
unstable because the price-change effects outweigh the price-level effects. Moreover, the
system could be stable locally but unstable for large displacements.

The question whether price flexibility (in any sense short of the perfect-flexibility
fairy tale) is_stabilizing has begun to receive considerable attention. Delong and
Summers [1986] have investigated this question using the Fischer-Taylor staggered-
contract model [Fischer, 1977; Taylor, 1980], amended to allow both price-level and
price-change effects on demand. Their most interesting simulation has the intuitively
desirable property that close to the limit of perfect price flexibility, greater price
flexibility means greater output stability, while farther away from it, the reverse is true.
Similar results are obtained by Caskey and Fazzari [1988] and Chadha [1989].

EMPIRICAL EVIDENCE

We do not need fancy econometrics to mobilize evidence against the “real business
cycle” view that observed fluctuations in output and employment are movements in
price-cleared equilibrium, Here are a number of regularities of U.S. business cycles that
falsify the implications of the New Classical hypothesis [Okun, 1980].

1. Unemployment itself. If people are voluntarily choosing not to
work at prevailing wages, why do they report themselves as unem-
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ployed, rather than as “not in labor force™ Real business cycle theory
explains fluctuations of unemployment as intertemporal choices be-
tween work and leisure. Workers drop out when real wages, the
opportunity costs of leisure, are temporarily low relative to what they
expect later. This might be an explanation of cyclical movements in
employment if real wages were strongly pro-cyclical, but there is no such
systematic regularity. Nor is there empirical evidence of high sensitiv-
ity of labor supply to current and expected real wages.

2. Unemployment and vacancies. New Classicals ask us to
pelieve that the labor market is in equilibrium at 9 percent unemploy-
ment, the same as it is at 5 percent. If so, there would be no reason to
expect the balance between unemployment and job vacancies to be any
different in the one case than in the other. Both unemployment and
vacancies would be higher in recession. However, a strong negative
association between unemployment and vacancies — as would be ex-

pected in Keynesian theory — is obvious in the U.S. and o_tﬁar market
capitalist economies. '

3. Quits and layoffs. If recessions and prosperities are both
equilibria, there is no reason to expect the relative frequency of volun-
tary quits from jobs and involuntary “separations” to be any different.
But of course there are many more layoffs, relative to quits, when
unemployment is high and vacancies are scarce. There are many more
«job losers” relative to “job leavers” in recessions.

4. Excess capacity. The utilization of plant and equipment varies
cyclically parallel to the utilization of labor. Presumably machines are
not choosing leisure voluntarily.

5. Unfilled orders and delivery delays. These move pro-cycli-
cally, again suggesting strongly that demand is much higher relative to
supply in prosperities than in recessions.

6. Monetary effects on output. According to the “classical di-
chotomy,” monetary events and policies should affect only nominal

rices. Real outcomes should be independent of them. The evidence that
this is not true is overwhelming.

The list could go on. Why do so many talen_ted economic theorists believe and teach
olegant fantasies so obviously refutable by plainly evident facts? Trying to answer that
gestion would take us into a speculative excursion on the sociology of the economics

profession, beyond the scope of this paper.

NOTES

This paper is a written versjon of my lecture at the 1992 annual meetings of the Eastern Economic
sociation in New York City. The Jecture and this paper draw on a longer paper with a similar message
obin, 19931 I'would like to express my gratitude for the faithful and valuable research assistance of

thcheﬂ Tobin, Yale College 1992 (no relation).
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Preface

Not only a man’s ideas, but also his ways of ex-
pressing them, have a strong persistence over tire, so it is possible
for the statisticians to determine disputed authorship (as in the
case of the Federalist Papers) by the pattern of words and the
structure of sentences. I have rewritten the present edition almost
completely, but I have no doubt that it is the same book, and by
only a slightly different author. Its distinguishing feature continues
to be its concentration upon the traditional central core of economic
theory—the theory of value. I thank Sam Peltzman for helpful
suggestions, Julius Schlotthauer and Richard West for doing much
of the graphical work, and Claire Friedland for her assistance at
every ‘turn.

G. J. 8.
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84 The Theory of Utility

‘9. Calculate the Laspeyres and Paasche indexes:

YEAR O YEAR 1
Quantity of bread 200 170
S Quantity of beef 100 120
i Price of bread 15¢ 12¢
‘ N Price of beef 20¢ 25¢
dei . -
. Tllustrate graphically and explain.
" 3, Suppose the total utilities of X and Y vary as follows:
‘ TU. 2= N X

TU, =10Y —Y* (Y <)

* (a) Construct indifference curves between X and Y for 2 level of satis-
" faction of 24.

(b) Suppose the utility of each commodity doubles (to 2,/7_5'" and 2

[10Y — Y*]). Construct the indifference curves for a level of satisfaction

of . 48. .

- 4, Demonstrate that people are better off with rationing _by prices
than with rationing by fixed allotments, given the distribution of income.

5. A consumer challenges you to disprove empirically his assertion that
his indifference curves intersect. If you have an unlimited number of ob-
servations on his actual consumption (at all relative prices and incomes),
how would you meet the challenge?

6. If the marginal utility of ¥ is constant, all indifference curves have
the same slope at a given X. Prove.

chapter five

Pricing with Fixed Supplies

Once the demand curve of a commodity is established, we know
the price at which each quantity can be sold. But we have begged
two questions in constructing this demand curve: what is the mar-
ket, and is it competitive? After we answer these questions we can
analyse the pricing of commodities in fixed supply.

THE MARKET

A market, according to the masters, is the area within which the
price of a commodity tends to uniformity, allowance being made

. for transportation costs.

The price of a commodity “tends to uniformity” for one reason:
the buyers at point B refuse to pay more than the price at point
A plus transportation, and the buyers at A act similarly. Or the
sellers act in this manner. The market area may well differ between
buyers and sellers.

As the buyer of an automobile, I will perhaps search only over
a circle with a 10-mile radius about my home, so I may readily

_ return to the dealer for services. But this cannot mean that the

market area is 314.16 sq. miles, for other buyers are located else-
where and their circles of search overlap mine. The market area,

" so far as buyers are involved, is the sum of the areas within which

the mobility of consumers is sufficient to ensure the tendency to
uniformity in price, allowance being made for transportation costs.
For automobiles, this area will probably contain a city and its ad-
jacent suburbs; for the services of gardeners it may be a small

85
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portion of a city; for goods purchased by mail order it may be
nation-wide. . ,
The market area from the sellers’ viewpoint will usually be larger
than from the buyers’ viewpoint. There is no imp?rtant tendency
for people in Minneapolis to buy potatoes in Maine. Yet one .of
the earliest statistical studies of demand revealed.that the price
of potatoes in Minneapolis depended upon the nation’s output of
potatoes, but given this output, was not influenced by whether the
local output (in Minnesota and Wisconsin) was large or small.

An investigation was made to determine the effect of variations in the
production of Minnesota ‘'and Wisconsin taken togeth.er on the price of
potatoes in Minneapolis and St. Paul. This inves.tigatlon resulteq in tl.xe
discovery that variations in the production in Minnesota and Wisconsin
had no measurable effect on the price of potatoes except to the extent
that the production for the entire United States was aﬂ'ected: .

Although the fact is surprising, it is very readily .explamet.i when once
recognized. The explanation will be somewhat cleargr if tihe price sfltuat;(;‘n
ag shown in [an accompanying figure] is borne in mind. Consider bc
extreme case of an excess production in Minnesota exactly equalefi y
a deficiency of production in Maine. In order to take care of the t:leﬁc'xtenciys
in the supply for New York City, for ex?mple, an unus.u:':ul q}mnt: }t' s
shipped in from New York and Pennsylvania. Large quantities o lr,m a o'l-
having been shipped east instead of west from New York. and gn;_sy
vania, their place is taken by Michigan potatoes. But since l\flm lgi;:
potatoes are being shipped somewhat farther east !;han l.lSlla;], Mn.me.so
potatoes can be sold without competition in wha_t is ordinarily Mlchlgzn
territory. The result is that the Minnesota potatoes.sell.at practhally the
same price that would have been obtained if production in both Minnesota
and Maine had been normal.!

On the other hand, sometimes the market area as defined by sellers
is smaller than that of buyers: a cotton farmer will have a rela-
tively small area in which he will sell his crop; the buyers may
deal in every cotton-picking state. . o

Since the market is defined by the uniformity of pnce,,lts area
will be at least as large as the larger of the areas of sellers’ compe-
tition and buyers’ competition, or the sum of the areas when they

partially overlap.

ini i toes in St. Paul and
' ing, “Factors Determining th(_s Pr{ce of Potal '
Minfn{;eaz)(z:( " g’i‘echnical Bulletin 10, University of Minnesota Agricultural

Experiment Station (1922), p. 26.

Competition e &7

The size of the market also varies with the time we allow for
price adjustments. A perishable good, once it reaches a given city,
will be sold there even though it turns out that a higher price could
have been fetched elsewhere—but future shipments will iron out
the disparity. Once an apartment is built, its rental depends upon
the housing demand of the community. But in the long run (mean-
ing a period long enough for the supply of houses to be varied
sufficiently), apartments will not be built where rentals are unre-
munerative, and more will be built where they are remunerative,
There is accordingly a tendency for apartments of given quality
to have the same rental throughout the country. But this tendency
is slow in its workings because the stock of apartments changes

“very slowly, and it is modified by geographical immobilities of

resources (in particular, land) which we shall discuss later.
Because of the mobility of entrepreneurs and also of consumers,
in the long run most markets are of very large geographical
extent.

A perfect market is one characterized by perfect knowledge on
the part of the traders. Or stated differently, in a perfect market
no buyer ever pays more than any seller will accept, and no seller
accepts less than any buyer will pay. These conditions can be met
only in a completely centralized market, which is approximated by
a few exchanges such as the New York Stock Exchange.

COMPETITION

A competitive market is easily defined only for a perfect market:
it is then a market in which the individual buyer or seller does
not influence the price by his purchases or sales. Alternately stated,
the elasticity of supply facing any buyer is infinite, and the elastjc-
ity of demand facing any seller is infinite.

A market may obviously be competitive on only one side: a mil-
lion buyers can deal with only one seller (monopoly) or a million
sellers can deal with one buyer (monopsony). But for the time we

‘shall defer such situations and deal only with competitive

situations.

We have defined a perfectly competitive market: what are the
conditions under which it will normally arise? The conditions are
four:
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‘1. Perfect knowledge. If there is not perfect knowledge, there will
be an array of prices at which transactions will take place, and
almost all real markets display such an array. There will then often
be scope for higgling, and to this extent a situation termed bilateral
monopoly arises. But if the scope for higgling is small, the departure

rom competition is small.  { :

2. Large numbers. There must be many buyers or sellers if each
is to have no appreciable influence upon the price,® and they act
independently.

3. Product homogeneity. 1f the product is not homogeneous, it
is meaningless to speak of large numbers. Hence, if every unit is
essentially unique (as in the market for domestic servants), there
cannot be large numbers. Yet, if the various units are highly sub-
stitutable for one another, the market can approach competition.

4. Divisibility of the product.

Perfect competition is a typical example of a concept of everyday
life that has been taken over by economists and developed into
something almost unrelated to its original form. Originally competi-
tion meant a multiplicity of traders, and only that. But when it
was discovered that 5 traders might collude, a vast number seemed
necessary to guarantee that collusion would not be feasible. When
it was realized that even a thousand sellers and buyers were not
enough if each pair dealt in ignorance of the others, perfect knowl-
edge was added. The explicit recognition of homogeneity of product
came from the fact that even minor differences (a sunny disposition
or a fancy container) might lead some people to pay a slightly
higher price.

Divisibility has a similar origin. Edgeworth, whom we have met
before and shall meet again, was a diabolically clever man. He
contrived the following problem: a thousand (or a million) masters
hire one servant each—exactly the number available—and no ser-
vant can work for two masters. Each master will pay $100; each
servant will accept $50—what will the wage rate be? That it will
be between $50 and $100, and hence indeterminate, is no cause for
anxiety. But let it he $50—then a single servant can leave the mar-
ket and force the wage up to $100—so even perfect knowledge, large

numbers, and (let us assume) homogeneity are not enough to de-

the largest buyer or seller must provide on_ly a sm_all
ty demanded or supplied, which involves, 1o addition

me inequality of size.

* More precisely, the
fraction of the quanti
to large numbers, no extre
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;:Jr;v:s;r; n:l;dg;;l;;g!lptf a lartg'(: it:iﬂuence over the market price. Hence
ility, so the departure of on
to about a 3Q-second lengthening of the woilg:;k?i;;rei’ii f&y)
onrfki;'ls, anddhls }I;ower to influence price is destroved.? .
e reader bristles at the acceptance of asg i

perfect know'ledge and complete product homogil:lzlixt.);ml}:fa si‘sm:o::
wrong and right. He is wrong in denying the helpfuiness of th

use .of pure, clean concepts in theoretical analysis: they conf; :
qlanty fu.ld efficiency on the analysis, without depriving the anal o
of emgnncal relevance. He is right if he believes these extremeysw
sump.tlons are not necessary to the existence of competition: _:?-
sufficient, for example, if each trader in a market knows a fair.nil N
b.er of buyers and sellers, if all traders together have a comprehg:'
sive knowledge so only one price rulés.)The reason for not statin

the weakest ass:umptions (necessary conditions) for competition i
tl.lat they are difficult to formulate, and in fact are not known .
cisely. Again, more work for the next generati;r'@( P

The Demand Curve of the Competitive“Firm

Since the competitive firm contributes onl ifli i
the total rparket supply, it has a trifling inﬂuiniet:glrt:)garfll;::m;? OE
Wc-a- may illustrate this influence by 'co;l_shi.déring a market v]:itﬁe.
unitary demand elasticity (pg = $1,000), in_which_there a .
;irgggy 100 firms. Each sugplies 2 units and the price“i—;-ti);t"eﬁ:z
ﬁr;ns é:r?gn:esiﬁo. Ani_&dchm_m}l_supplien,nmL appears. If the 100
firms contitue supply 200 units, the new supplier faces the de-

QUANTITY PRICE
0 $1000/200 = $5.000
1 1000/201 = 4.975
2 1000/202 = 4.950
3 1000/203 = 4.925

*An eight hour day contains 480 mi
) ay inutes—s.c. (bef 5i
}i re:}tl:‘l:e:):l' p:l;e ren;a;ll‘nng Q?Qh v:'iorkers works slightly le;rih‘;z ?::I? r: arl:msiz;u?:
yer of the vanished servant, his employer's need wil i
Or, altermen s ployer’s need will be satisfied.
o natively, each of the thousand masters hires a worker for 30 seconds
‘Thg use of “trifling” rather than “absolutely no” is a trifling concession
to éeahsm. It wonl@ be more precise to use the latter phrase, but then some
stu'epts .would believe that the theory is inapplicable where there is even
a trifling influence, and this is not true.
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1f we compute the arc elasticity of the new supplier’s demand at
an output of 2, it is roughly

3—1 492544975 _ 2 99 _ g9

—— b ——

3F1 4.925 — 4.975 17005

It is, in fact, a general rule that under these conditions the elasticity
of the demand curve of a firm is equal to the elasticity of the mar-
ket demand curve times the number of sellers.®
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tic. It would require a very large diagram to make the difference
between the demand curves for each of 50 and each of 100 sellers
perceptible.

These demand curves were derived on the condition that all firms
sell at the same price. But suppose 100 firms had agreed to fix
the price at 85, and one now contemplated his demand curve if
he secretly cut the price to $4.99 to trustworthy buyers. Assuming
that the 99 other firms continued to adhere to $5; the demand func-

tion of this price cutter would be

P PRICE QUANTITY DEMANDED
$5.01 0
$5.00 2
I N=50 4.9 1000
5 $4.99 290 200.4

Now his elasticity of demand is approximately
2004 -0 L 499 —501 __ 10.00

200440 299 +501 ~ 002

Of course if he cuts prices secretly and expands sales immensely,
the other 99 firms will soon discover their sales are vanishing. But
if he is moderate in his sales (perhaps only doubling sales to 4
units) he will reason that the price cutting will not be detected.®
This reasoning will also be followed by at least 5 or 10 of his rivals,
and if 10 double their sales to 4, only 160 (200 — 40) units will
be demanded of the other sellers, each of whom will suffer, with
rising animosity, a decline of 11 per cent in sales.”

ik . This arithmetic portrays the history of a thousand price agree-
ments. We shall discuss monopoly, which is what this is, at a later
point, but it seems appropriate to emphasize here that large num-
[N S B L [ T L1 bers of sellers not only make the formation of collusive agreements
: difficult, but also encourage each individual seller to violate the
Figure 5-1 agreementb(

—500.

We illustrate such individual demand curves for 2, 5, 10, and
50 sellers in Figure 5-1, all on the assumptions that the market
demand has unitary elasticity and the output of a]! firms except
one sum to 200. Of course competition connotes fairly numerous

in only
demand curves for 2 and 5 sellers are put in on
selles, anc e demand curves become elas-

to display how rapidly the individual

PRICE DETERMINATION

Commodities in fixed supply, at least for limited time periods,
are very numerous: they include the paintings of Rembrandt, the
first editions of Shakespeare, and the number of Fords or Chevrolets

¢ After all, each rival will lose only 2/198 units or 1 per cent of his sales,
' Sales of each will be 160/90 = 1.78, a decrease of 0.22 from 2.

s See mathematical note 7 in Appendix B.
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five years old. They include also the number of shares of common
stock in a large industrial company, and the number of dwelling
units in a city—at least for a time. Historically the most important
example of all has been the stock of an agricultural product between
harvests.

.. 'The same apparatus of supply and demand can be used for all
these markets. But the details of the apparatus vary in an impor-

P

Figure 5-2

tant respect with one characteristic of commodities and services:
can they be stored? Let us call commodities which g:anno't be stored
perishing. It is customary to describe all goods which will {mt sur-
vive either time or repeated use as perishable, but those which may
be used only once (like a bullet) are often capable of storage for

a long period.

Perishing Commodities

The traditional case of a perishing commodit.y was fresh. fish or
strawberries brought to market before preservation by freezing was

Price Determination : . 93

possible. The stock was naturally thrown on the market (under
competition) for what it would fetch, and we may translate this
behavior into a vertical supply curve (S in Figure 5-2). The de-
mand curve is determined by tastes, income, and prices of other
goods, as described in previous chapters, and the intersection of
the two curves (at p,, go) is the equilibrium price. The quantities
would be per day or other period for which the perishing commodity
remained salable.

The equilibrium price is the price from which there is no tendency
to move, so long as the underlying supply and demand conditions
do not alter. It is a stable equilibrium, in the sense that if the
market is jarred off equilibrium, the dominant forces push it back
toward this equilibrium position. For example, if a rumor of a
shortage of the commodity drives the price above p,, the fact that
the quantity supplied exceeds the quantity demanded will drive the
price down toward equilibrium.

These terms were obviously borrowed from physies—has the econ-
omist made sure that they really make any sense in economics?
The answer is, let us hope, yes. The stability of equilibrium is indeed
the normal state of affairs in a tolerably stable world, and from
it we deduce important properties. For example, there is a mysteri-
ous dotted line through (p,, q,) in Figure 5-2 which I have not
had the audacity to label a demand curve. If it were, the intersec-
tion with the supply curve would still be an equilibrium point, but
it would be highly unstable: the slightest accidental fall in price; for
example, would drive price ever lower, because at each lower price
the quantity supplied exceeds the quantity demanded. A stable
equilibrium, then, implies that an increase in the quantity supplied
must lower the price, so it implies (in this case) a negatively sloping
demand curve. Stability conditions are a source of information at
many points in the subsequent chapters.

Is stability something we can take for granted? Economists have
generally argued its acceptance on the intuitive ground that wildly
unstable market prices (and quantities traded) are not often ob-
served. This is a relevant consensus, although not a conclusive one.
There are in fact some cumulative processes in economic life (one
has the name of galloping inflation), but we shall follow the general
practice of assuming that the equilibria are stable.

Now that fish and strawberries can be frozen, are there any per-

ishing commodities left? A few commodities like Christmas trees
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and cut flowers are perishing, but the important examples are in
gervices. The motel rooms for rent on a given day in a given area
are essentially fixed in number and under perfect competition would
be thrown on the market each day at an estimated full-occupancy
price, so long as the price exceeded any costs of occupancy. Tkere
are two reasons why this flexibility of price is not fully attained,
although there are seasonal variation in rates, higgling, and so on.
The first reason is that some monopoly power may be possessed
by the owners, and the second is that the costs of searching are
high for the tourist and not negligible for the owner. The symphony
concert, the train or plane on a scheduled run, the services of pro-
fessional men at a given time, the supply of longshoremen on a
given day—are all instances of essentially perishing services. Some

have prices which do not clear the market because of public or,

private controls.

But tolerable stability of price is not inconsistent with a price
that clears the market. If the demand is steady, the day-to-day
fluctuations in price will not be large (unless supply fluctuates).
And if demand is postponable (storeable), the same effect can be
achieved. Suppose that the supply of cut flowers fluctuates errati-
cally, and that consumers consider flowers tomorrow to be a very
good substitute for flowers today. They will then have, on any day,
a highly elastic demand for flowers, and the price will be relatively
stable.

The usefulness of even the simple graphical analysis of Figure
5-2 is likely to be underestimated by students who have not experi-
enced the ability of men to make mistakes. Consider one of the
attacks launched on the “law of supply and demand” by William
Thornton just before graphical techniques were introduced in
England.®

When a herring or mackeral boat has discharged on the beach, at Hast-
ings or Dover, last night’s take of fish, the boatmen, in order to dispose
of their cargo, commonly resort to a process called “Dutch Auction.” The
fish are divided into lots, each of which is set up at a higher price than
the salesman expects to get for it, and he then gradually lowers his terms,

$The full attack (not this instance) happens to be famous because it led,
or permitted, John Stuart Mill to abandon the wages-fund doctrine. 'Mnll’s
position in English economics in 1869 was roughly that of Napoleon in the
French Army in 1810, so the abandonment was the source of some comment,
especially since the criticisms were flimsy. The quotation is from On Labour,

pp. 47-48.
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until he comes to a price which some bystan is willi

than not,'have the lot, and to which hZ accg:(;ir:;l:l glgl:'gestoSI:?y :::her
one occasion the lot to have been a hundredweight, and the .priclt)epa reog
to 20 s.' If, on the same occasion, instead of the Dutch form of auftioe
tl.le ordinary English mode had been adopted, the result might have &en,
dlﬁ‘e.rent. The operation would then have commenced by some bystandelll'
making a bid, which others might have successively exceeded, until a sum

P
05— — — — — — — — — ]
IBsf— — — — — — — — — — ]
0
S
0 0

Figure 5-3

was arriyed at beyond which no one but the actual bidder could afford
or was c!nsposed to go. That sum would not necessarily be 20 s: very possi-
bly it might be only 183. . . . In the same market, with the same quantity
of fish for sale, and with customers in number and in every other respect
the same, the same lot of fish might fetch two very different prices.

If we translate Thornton’s criticism into a diagram (Figure 5-3),
we observe immediately that the result is due to the fact that his
demand curve has a vertical branch. This is absurd in a competitive
market demand curve.




»

g8 Pricing with Fized Supplies

>

‘Storeable Goods

.. Let us turn to the more important case of st_oreable goods, shares
of stock or sheaves of wheat or those first .editlons. Now the supply
curve is no longer a vertical line, denoting the total e.;bsence of
alternatives for the seller—for he has always the alternative of sell-

ing tomorrow, or never.

S/

AR 3 8 ¢

.P

Figure 5-4

he very identity of a seller may be uncertain. Jones may
selinhif: cfztfr-ycngold car zt. one price, and buy a gecond at anot,h.er.
Where this uncertainty arises it can be d.ea]t 'w1th. l')y the device
of “reversing” the supply curve. Let us'arbltranly divide up trader;
in a market into “buyers,” who hav? none of the commofhli:y,. &nr
“gellers,” who posses initial stocks of it (which they may );lm;) ?ho:e
to augment or to sell). The “buyers’ ” demand cur’v:e,s will be
already discussed in Chapters 3 and 4. The "se!lers St;ppglr cu:;::
as we have shown (p. 65), will be constructed in exactly the s

in Fi k is shown
way. These curves are shown in Figure 5-4. The total stock 18
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as the vertical line TC. At any price 04, a definite quantity is
demanded by “buyers,” AR. At this price a quantity AB is supplied
by sellers, but we can alternately say that sellers wish to hold BC
at this price, for this is the portion of the stock which they do
not offer for sale. Thus if the total stock (0T) is 150, and sellers
offer 110 (AB) at price 04, they are implicitly demanding 40 units
(BC). If we add AR and BC, to get AG, we have the total quantity
demanded at this price by “buyers” and “sellers.” Applying this
procedure at all prices, we obtain the aggregate demand curve D,,
and its intersection with the total stock line sets the equilibrium
price P,. ’

This construction does more than evade the minor problem of
classifying buyers and sellers. It illuminates a common fallacy.
Many people have said that if a stock sells for $40 a share on
a given day that this is not the “true” price because only a modest
number of shares were traded—if a huge block had been thrown
on the market, the price would have fallen drastically. Indeed it
might have, but if a huge block had been thrown on the market
this would have meant that many holders now believed the stock
Was a poor investment at the price. In effect a large decrease in
demand has been implicitly assumed. Since the large block of stock
was not thrown on the market, the holders thought it was worth
at least this much. The fact that one could not buy a large block
of the company’s outstanding stock at the market price, similarly,
merely means that one cannot double the demand without influenc-
ing the price. .

The holder of a durable commodity has to take account of two
elements of return:

1. The marginal utility (measured in money terms) he derives
from holding the commodity. Examples are the pleasure of driving

& car or of admiring a painting or of cashing dividend checks paid
on 8 stock.?

Vit
* The condition for maximum satisfaction is T\-‘T
Marginal Utility of A Mayginal Utility of B - )
Price of 4 i Price of B Movn

This ratio is called the marginal utility of income because it is the amount -

of utility received per dollar of expenditure at the margin. If we divide
the marginal utility of (say) a painting by the marginal utility of incorme,
we obtain the marginal utility of the painting expressed in dollars,

\‘)\\\ v
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2. The change in the price of the product from now to (say)
next year, which may be positive or negative.

The total return from holding the commodity then consists of
the suin of the utility () and the expected increase in price (Ap).
The owner of & first edition of Ricardo’s Principles of Political
Economy and ‘Tazation (1817), of which there are probably 400
copies in the world, expects its price to rise because the number
and wealth of potential owners are increasing. But the price cannot
on average rise so fast as the interest received on sums of money
invested in securities comparable in riskiness to holding Ricardo’s
Principles. If it did, economists would buy the book and have the
pleasure of owning it without cost, while receiving the increment
of value. In equilibrium, in fact, v + Ap, the (marginal) return

C to the holder, must equal the cost of holding the durable good. This
cost is composed of the amount that could be earned on the sum
elsewhere, ip (where ¢ is the appropriate interest), plus any cost
of possession of the good (insurance of a painting, and so forth).

It follows that the greater the utility to be derived from holding
a commodity, the lower must be its rate of increase of price. People
will not hoard a keg of nails unless its price is expected to rise
‘by i per cent; they will hold the Ricardo if it rises by only
Ap = ip—u, or Ap/p =1— u/p per cent, where u/p is the annual
utility of possession per dollar invested in the commodity.

Speculation

A more interesting and important pricing problem is posed by
the existence of stocks of goods which are periodically pro-
duced—agricultural products are of course the leading example.
The tasks in rationing a fixed supply until the new crop is harvested
are two: to provide supplies throughout the period of fixed supply,
so that the entire stock will not be consumed early in the year;
and to provide a carry-over as insurance against future crop fail-
ures, increases in demand, and the like.

The former task is relatively the easier one: the demand for
foodstuffs and textiles is tolerably stable over the period of a year,
although there are some fluctuations in demand due to fluctuations
in consumer income, seasonal changes in tastes, changes in foreign
demands, and so on. If demand (as a schedule or curve) were abso-

lutely identical in every month, and no carry-over Was needed, the
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Price would rise each month by the costs of holdi
if t.he price were uniform, any holder this mZt?t,l?gw?&;t;‘;t;Fglr,
?hmce of selling his stock now at a given price, p, or of holdine
!t a month and receiving only (p — c), where ¢ is th; cost of car; %
ing the good a month. Therefore he would sell now, until the currg;t
price was depressed, and the price next month elt:.vabed enc;ugh to
cc;iver 'tht.? co;fts of carrying a stock for a month. This gra,dual rise in
Ef ﬁi |ilsi nl;l tt; ee;::,o El;(e method of charging consumers for the service
The secm}d task, providing a stock for einergencies, is less simple
As of any time there are an immense array of possible events ez h
of w'hlch will influence the price at any future date. Let our’co:J-
mod}ty be wheat, with a current price of $2 a bushel; then th
possible events may include: ’ )

1. A future crop failure, which can be large or small, leading to

prices ranging up from $2 to $4, with smaller probabiliti
bigger failures and higher prices. ’ probabilities of the

2. A future bumper crop, also of variable si i
e s i
future prices from $2 down’to 81. 126 with corresponding

3. A business depression, leading to a .
quantity demanded. ’ ’ m(.)deSt decline in price and

4. A war, leading (perhaps throu ripti
' lea gh conscription of farm
to a reduction in output and a higher price. workers)

5. A fair prospect of increased or decreased demand for exports

6. A possible shift in consumer tast
meat. es away from wheat toward

The only thing a holder of whe i
) at can be quit i i
something unusual will happen. quite certain of Is that

The carry-over will be held in warehouses i i
and take the risks of profits or losses? Tl;eb:t;.t‘:?i:’l ‘Zﬁl\gx‘nil?
a group of people who specialize in predicting future demands ans(i
supplies. 'I?his group, called speculators, develops skill in collecting
and assessing current evidence on future conditions, and therefore
on average can perform this task more efficiently than, say, the
processors of wheat (grain mills). ’ ’

Each speculator may be described as making a set of estimates
of the probabilities of various conditions of supply and demand
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at a given future date. These estimates may be assembled into &
frequency distribution such as:

PROBABILITY EXPECTED PRICE
0.05 £3.00
0.10 2.50
0.20 2.25
0.35 2.00
0.20 1.80
0.10 1.60 ’

The average expected price is then simply the sum of the products
of the expected prices and their probabilities, which is $2.07 in this
case. The confidence with which this estimate is held may be mea-
sured by the dispersion about this expected average; obviously the
speculator will have more confidence in this price ($2.07) being
approached with the above distribution than with

PROBABILITY EXPECTED PRICE
0.38 $3.00
0.62 1.50

which also has a mean of $2.07. Presumably he will make larger
commitments on his prediction the greater his confidence in it.

1f the commodity is one that has no futures market—no market
in which contracts for future delivery are bought and sold—the
trader will buy wheat if the present price plus carrying costs is
less than $2.07; he will get out of the market if this is not_the
case.® With a futures market, however, he will sell contracts for
future delivery if the price he expects is below the futures price
currently quoted (and buy futures contracts in the converse case),
with the hope of covering the contract (with a “spot” purchase)
when it matures at the expected lower price.

Each speculator has a different set of expectations, and a different
demand-supply function for futures contracts. We may add them
together to get the aggregate demand for (say) May futures in
the previous December, as & function of the price of futures con-
tracts; it is denoted 1) in Figure 5-5. If the futures price is above

© Thys, if real estate prices are expected to fall, it is impossible to s.ell
land “short” because it is not homogeneous and therefore one cannot promise

to deliver a particular piece at some future date.
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the price that speculators anticipate, they will supply futures con-
tracts, and at lower futures prices they will demand contracts

. ’.l‘he supply of futures contracts is provided by hedgers—of ;vhom
it is sufficient to notice those who buy the wheat from farmers and
sup'ply storage. If they do not wish to speculate, they can eliminate
their risks by selling futures contracts at prices equal to at least
the current price plus carrying costs. Their supply together with
the speculators’ demand (D) fix the present price of futures
contracts.!

Futures
Price

Hedgers
Supply

Speculators’
) Demand
(and Supply)
Quantity .
of Futures Quantity
s

Figure 5-5

The skill with which this. delicate task of reading the future is
performed is a much-debated point. It is undeniable that if anyone
can predict future prices more accurately than the professional
spe.culators, he can make a vast amount of money rather quickly
It is also undeniable that most nonprofessionals (who, by Barnum’;
law: are constantly being replenished) manage to keep alive by bor-
rowing money from relatives. '

The public, and especially farmers, have nevertheless always been
hostile toward the speculators, and wave aside the economist’s argu-
ments on the need for someone predicting the future and taking

"This is & much simplified picture; see L. G. Telser, “Futures Trading

and the Storage of Cotton and Wheat,” Journal of Politi
(1958), 233-55. { Political Economy, 66
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risks that the predictions are wrong. Ancient laws against forestall-
ing, engrossing, and regrating—buying foodstuffs on the way to
market or in & market with a view to resale—are an adequate proof
of this popular suspicion. This policy led Adam Smith to say,

It supposes that there is a certain price at which corn is likely to be
forestalled, that is, bought up in order to be sold again soon after in
the same market, so as to hurt the people. But if a merchant ever buys
up corn, either going to a particular market or in a particular market,
in order to sell it again soon after in the same market, it must be because
he judges that the market cannot be so liberally supplied through the
whole season as upon that particular occasion, and that the price, there-
fore, must soon rise. If he judges wrong in this, and if the price does
not rise, he not only loses the whole profit of the stock which he employs
in this manner, but a part of the stock itself, by the expence and loss
which necessarily attend the storing and keeping of corn. He hurts himself,
therefore, much more essentially than he can hurt even the particular
people whom he may hinder from supplying themselves upon that particu-

lar market day, because they may afterwards supply themselves just as -

cheap upon any other market day. If he judges right, instead of hurting
the great body of the people, he renders them a most important service.

The popular fear of engrossing and forestalling may be compared to
the popular terrors and suspicions of witchcraft.”

Smith’s comment needs only a minor qualification. The proposi-
tion that speculators cannot as a group make money by inducing
price fluctuations or withholding supplies is correct if they possess
no monopoly power. In actual fact, any large or persistent degree
of power to control prices has not been attainable in the large com-
modity markets, simply because the trade of buying and selling
is one which it is easy for anyone to enter. Smith is too kind to
those who suspeet speculators, however, when he compares their at-
titudes with those once held toward witches, for there was no proof
that the witches had not entered into compacts with the devil.
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Problems

PROBLEMS

1. You are given the information: the total stock of ity i
100, the demand function is ¢ = 80 — p, and the supply E;u:l::i‘::no?sltg ;s E
5 + p. Derive the combined demand curve of buyers and sellers.

2. Mountifort Longfield (1834) argued that the practice by the rich
of buying wheat in years of small crops and reselling it to the poor at
lw.tlf price did not reduce the cost of wheat to poor consumers, as compared
w!t.h having the poor buy directly at market prices. Compare your analysis
with his (Lectures on Political Economy, London School Reprints, 1931
p. 56). ’ ,
. 3. The market demand curve is p’q = 1000 (a constant demand elastic-
ity of —2). Derive the demand curve for one of 2, 10, and 40 firms, ¢
all of equal size, with the aggregate industry output of 200 when thé
firm in question is operating at the same output as other firms. (Thus with
10 firms, each of the other 9 firms has an output of 20 = 200/10.)

4.te (()ln a certain morning you find the following foreign exchange rates
quoted:

PRICES
U. 8. £
Dollars Sterling Francs
Pound Sterling 2.80 1. 14.0
French francs 0.2025 0.0714 1.0
American dollars 1. 0.36 5.0

(a) What do you do to make money?

(b) Suppose no one.bothered with arbitrage, and the rates persisted.
t\:’tl.mat, ;f any, economic objections are there to these nonequilibrium quo-
ions

5. The larger the number of traders in a market, and the larger the
dollar volume of transactions, the smaller will be the spread between bid
and ask prices for a commodity. Explain why.

6. It has been observed that the best grades of products (oranges
apples, and the like) are sent to large cities and are not readily available:
to consumers in the areas in which they are produced. Explain why.

7. In a market in which carrying costs are negligible (such as common
stocks), you are told the price of the commodity at time t—say, P: =
$100. If the market consists of intelligent traders, will it be of an\; value
to a speculator to know what the price was a time unit earlier? ("Fhat. is,
would it be useful to know whether Pi-» had been $50 or $200?) More
generally, can repetitive patterns of prices over time exist?
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7. y.3.;What would happen to the value of men and acres in our example
(p. 118) if the labor force increased to 1,200 men?
...4, You are told that 100 bushels of wheat can be produced by either
4 man-hours and 2 acre-years or by 3 man-hours and 3 acre-years. Can

t marginal products of men and land be determined with this infor-

mation? .
~*'5. Explain or denounce the propositions:

,‘, (a) There is no such thing as a free lunch.
~ (b) There cannot be two expensive lunches.

.

IRRTRIIY

chapter seven

Production: Diminishing
Returas

At a given time there is a set of “technological” possibilities open
to any potential producer of any commodity. These possible tech-
niques are commonly labeled “technological” without quote marks,
and we shall henceforth dispense with them, but the quote marks
should serve to remind us that the methods of converting coffee
beans at a port warehouse into coffee ground to specification at
a grocery store consist of more than the technical details of the
ways of roasting coffee, putting it into bags, and transporting it
to buyers. Production involves also the carrying of inventories
which are not too large (for they are expensive) or too small (or
sales will be lost), the hiring of workers of all descriptions and
getting them to work well, borrowing money and collecting debts,
advertising and quarrelling with the Federal Trade Commission,
detecting changes in consumer tastes, and making out tax re-
turns. The plebian phrase, “know-how,” better describes this set
of possibilities.

An inventory of all known ways of producing goods—using
production in its widest sense to include methods of organizing
economic activity—is referred to as the “state of the arts.” This
inventory contains many methods that no one will use because they
are obsolete: they yield goods that are no longer desired; or yield
desired goods but require larger amounts of all inputs than other
known methods. It contains also many methods that cannot be
ranked unambiguously as superior and inferior: process A uses
more machinery, process B more labor—so which is more efficient

will depend upon the prices of machinery and labor. This inventory
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of knowledge grows over time as new discoveries are made. We

- shall nevertheless assume that it is fixed. .

Even in the absence of new discoveries, the ‘“state of the
arts” is an immenge collection of possibilities, and of the most
varied sorts. In fact it contains all published knowledge and the
vast empirical experience reposing only in men’s heads. It is simi-
larly indescribable in its variety: it contains the methods of making
doughnuts (on a large and small scale) and airplanes, of collecting
delinquent accounts and recruiting employees, and what not.

The student should therefore be suitably impressed to learn that
economists discovered a general law relating the quantities of inputs
and the quantity of output for any productive process. The dis-
covery of this law, due to T. R. Malthus (of population fame)
and Edward West (who deserves to be as famous) in 1815, was
one of the heroic advances in the history of economics.

It turns out that much more can be said about the relationship
of output to one of several inputs than about the relationship
of output to all inputs, so we begin with this case. This rela-
tionship—the law of diminishing returns—answers the ques-
tion: in what propgrtion should the various inputs be com-
bined?

'

DIMINISHING RETURNS

The law of diminishing returns may be stated quite briefly:

As equal increments of one input are added, the inputs of other productive
gervices being held constant, beyond a certain point the resulting incre-
ments of product will decrease—that is, the marginal products will
diminish.

The law is not a tautology, but an nssertion about the real world.
As such, it must be interpreted in a particular way—even the physi-
cal law that freely falling bodies have constant acceleration does
not work well if the body is in a tub of molasses. In our case the

conditions are:

1. That there be other inputs whose quantities are held constant. If

all inputs vary, we have the problem of economies of scale, discussed in
the next chapter.

L
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2. The state of technological knowledge is given. The various input-
output possibilities are all available at the same time. Obviously if an
additional unit of labor is applied to a farm next year, and a new invention
makes the product rise more than it did when a man was added this
year, this is no contradiction of the law. .

3. The proportions in which inputs can effectively combine are variable,
or in other words, the coefficients of production are variable (p. 114).
The law has relevance even if this condition fails but we shall discuss
only the important situation of continuously variable proportions.

Production is a process, not an act, so all of the inputs and out-
puts are rates of flow per unit of time: man-years, bushels per
year, and so on. If economists used completely meticulous language,
they would therefore emphasize this flow nature by speaking, not
of hiring 7 men, but of hiring the services of 7 men for a year;
not of producing 2,000 bushels, but 2,000 bushels per year. They
are not this meticulous, and it is customary to refer to productive
“factors” rather than their services. :

This carelessness has on occasion led to error. For example, it
has been said that labor (service) is perishable but capital (a build-
ing or machine, say) is not. Yet surely if the services of a man
or a machine are not used this year, there is a loss in either case.
It will be roughly true that the man’s future services are no larger
because of this year’s unemployment, but machines also rust or
become obsolete and in any case a year’s services which are post-
poned 10 years are worth much less than they would be this year.!
We shall not examine the relationships between services and the
capital goods which yield them until we reach the theory of
quasi-rents.

Elaboration of the Law

Let us begin with a simple numerical illustration of the law of
diminishing returns. In this numerical example (Table 7-1), a series
of amounts of labor (M = man years) are used in cooperation with
an amount of land (L = acre years) which we hold constant. Di-
minishing returns sets in with the fifth unit of labor.

! Future services must be discounted to obtain their present value, so a dollar
of services 10 years hence is worth only $1/(1 4 0.1)® = $0.39 if the interest
rate is 10 per cent.
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"It will be noted that the average product of labor begins to
diminish only after six units of labor are employed, so average and
marginal products begin to diminish at different points and diminish
at different rates. Until well into the present century the law of
diminishing returns was often stated in terms of both average and
marginal products, and they were treated as equivalent. We see that

" Table 7-1

AVERAGE PRODUCT MARGINAL PRODUCT

MAN YBARS TOTAL PRODUCT PBR MAN YBAR OF A MAN YBEAR
0 0 0 —
1 5 5 5
2 13 6.5 8
3 23 7.7 10
4 38 9.5 15
5 50 10 12
©8 60 10 10
7 68 9.7 8
8 75 9.4 7
9 81 9 6
10 86 8.6 5 -
1 89 8.1 3
12 91 7.8 2
13 92 7.1 1
14 92 6.6 0
16 91 6.1 -1
16 88 5.5 -3
17 84 4.9 -4

they are not equivalent, and in fact only marginal products are
of interest to the economist.
We can demonstrate the importance of marginal products at once
by asking the simple question: if the wage rate of labor is 6 units
of product, how many laborers should the owner of a plot of ground
hire? The arithmetic is performed in Table 7-2, which is based
squarely on the data of Table 7-1. The owner will wish to maximize
his surplus, which is achieved when he hires 9 men—which is of
course where the marginal product of labor equals its cost. Marginal
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products are always the guide to maximum profits or minimum
cost: wherever a productive service has a different marginal prod-
uct in two uses, we can increase total product. Thus, if labor had
a marginal product of 10 on one farm, and 8 on another, trans-
ferring one laborer from the latter to the former farm would in-
crease total product by 2, and the gains continue (at a declining
rate) until the marginal products are equal.

Table 7-2
NUMBER OF
MAN-YEARS TOTAL WAGE BILL SURPLUS OVER
HIRED AT 6 PER MAN-YEAR TOTAL PRODUCT WAGE BILL
1 6 5 -1
2 12 13 1
3 18 23 5
4 24 38 14
5 30 50 20
6 P36 - 60 24
7 2 68 . 26
8 48 7% .27
9 54 81 o
10 60 86 26
11 66 89 23
12 72 91 19

When we are speaking of “applying” laborers to a plot of land,
we can equally well speak of “applying” a plot of land to the la-
borers. When the marginal product of men declines in Table 7-1,
we can say it is because there are more men per acre, or fewer
acres per man—only the proportions are important. The law of di-
minishing returns is completely symmetrical, and it is a matter of
indifference which input we hold fixed and which we vary.

The symmetry can be illustrated by deducing the marginal
product of land from Table 7-1, on the assumption that 10 acres
of land were in the plot. We may proceed along these lines: As an
approximation (to be discussed in Chapter 8), if eight units of
labor on 10 acres yield 75 units of product, then 9 units of labor on

2 X 10 (= 11.25) acres will yield § X 756 (= 84.375) units of
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product. (That is, proportional increases of all inputs lead to pro-
portional increases of output.) The table tells us that 9 men on
10 acres yield 81 units of product. We may now calculate the margi-
nal product of land by comparing the outputs with 10 and 11.25
acres, holding labor at 9 units: :

84.375 — 81 _ 3.375 _
125 =10 — 1.25 — 2 per acre.

When we move from a ratio of labor to land of % to one of v5, we
found that the marginal product was 6 per man. Now, as we reverse
the movement and go from a ratio of labor to land of 4% to one of
%55 = 1%, we find that the marginal product of land is 2.7 per
acre. .

We give both marginal product curves (with L = 10) and the
total product curve.in’one diagram (Figure 7-1, based on Table
7-1). As we move fo the right, the ratio of labor to the land rises;
as we move to the left, the ratio of land to labor rises. The diagram
is divided into three stages, which correspond to three possible

stages of returns:

1. In the first stage the marginal product of the land is negative.

2. In the second stage the marginal products of both factors are
positive and diminish as the factor increases.

3. In the third stage the marginal- product of the labor is
negative.

The first and third stages are thus completely symmetrical.?

The entrepreneur will seek to be in the second stage, where
neither input is being used in so large a quantity as to reduce the
lovel of output. Even if labor is free, he will go only to the end

. of the second stage, and even if land is free he will stop at the
beginning of the second stage. This latter condition was approached
in colonial days, when land was almost free. The colonists were
properly lavish in their use of land relative to labor, despite the
frequent complaints of European visitors who were accustomed to
the more intensive utilization of more expensive land and trans-

*These precise relationships between average and marginal products hold
only if a given proportional change in all inputs leads to an equal proportional
change in output; see mathematical note 9 in Appendix B,
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ferred their notions of appropriate technique to inappropriate rela-
tive prices of labor and land.

In our examples we have assumed that if the ratio of labor to
land is sufficiently small, no produet will be obtained. This is not
impossible: one man-hour applied to an entire 160 acre farm will
yield nothing but a brisk stroll. Nor is it necessary. Suppose we
apply a variable amount of fertilizer to given quantities of land
and labor. If no fertilizer is used, some product will nevertheless
be obtained, so the total product curve begins some distance above
the origin. An example is given in Table 7-3.
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Table 7-3
POUNDS OF BUSHELS OF WHEAT MARGINAL
FERTILIZER PRODUCED PRODUCT*
0 18.3 —_ '
43 28.6 10.3
86 37.1 8.5
129 ) 39.0 1.9
172 39.5 0.5

' # Per 43 pounds of fertilizer. : .
sounce: The example is taken from F. L. Patton, Diminishing Returns in Agriculture

(New York: Columbia University, 1928), p. 34.

We have so far assumed also that there is an initial stage of
increasing marginal returns to labor and this is also possible but
unnecessary. Marginal product may begin to diminish with the first
units of the variable service; this is also illustrated in Table 7-3,
although the size of the increments of fertilizer is so large that
we cannot be sure that an initial stage of increasing marginal re-
turns has not been overlooked.

The converse is also possible: the initial stage of increasing margi-
nal product may be so broad that the demand for the required
product is obtained before the second stage is reached. But if the
productive sorvice being held constant is divisible it would be un-
necessary even in this case to employ it with a negative marginal
product. Suppose we need only 13 units of product, given the produc-
tion schedule of Table 7-1. Using again the approximation that
proportional changes in all inputs yield proportional changes in
output, we may proceed as follows: 6 units of the variable service
with 10 units of the constant service yield 60 units of product, so
#8 X 6 (= 1.3) units of the variable service with 3 X 10 (= 2.17)
units of the constant service will yield 33 X 60 (= 13) units of
product. Hence by throwing away (10-— 2.17) = 7.83 units of the
constant service we can save (2 — 1.3) = 0.7 unit of the variable
service, still obtaining 13 units of product. If the fixed service is
divigible, the entrepreneur will not operate in a region of increasing
marginal returns to the variable service (and of negative marginal

returns to the constant service).?
It would be imprecise to say that by this device we have converted increas-

ing returns into constant marginal returns to the variable service, for we
are not holding the quantity of land in use constant.
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The phrase “diminishing returns” has become part of ordinary
language, so people now say that they stopped reading a book be-
cause they reached the point of diminishing returns. It is hopeless
to fight against popular usage, but one should at least notice that
almost always this usage is nonsensical unless reference is being
made to diminishing fofal, not marginal, returns. One should indeed
stop reading a book (even this one) if he is losing ground, unless
it is ground that is a positive nuisance, but commonly the person
means that the additional (marginal) pleasure or instruction is not
sufficient to justify the time for further reading. I recommend the
following language, especially with elderly aunts: I stopped reading
the book because its marginal utility per minute had fallen below
the marginal utility of alternative uses of my time, including sleep.
This language is not only correct but has the interesting effect of
always shifting the conversation to sleep.

The Role of Adaptability .

The law of diminishing returns requires that we hold constant
the quantity of one (or more) productive factors as we vary the
quantity of the factor we are studyingl In its most literal sense,
this constancy implies that the quantity and form of the constant
preductive factors be unchanged: if we vary the number of men
building a house, we nevertheless hold the number. and type of tools
constant. This is perfectly possible, and will of course usually yield
fairly sharply diminishing returns, because if the tools appropri-
ately equip » men, a larger number will have to resort to more
primitive methods of work or tool-sharing.

There is another sense in which a factor may be held constant:
its economic quantity (or value) can be held constant. We can hold
the house-building tools at $2,000, say, but vary their form so that
they are most appropriate to whatever quantity of labor we employ.
With fewer men, we use fewer and more elaborate tools; with more
men, we use more, but less elaborate, tools. Or conversely, if we
are examining the marginal productivity for tools, we can hire fewer
but abler workmen (with the same aggregate payroll) with fewer
tools, and more but less able workmen with many tools.

This broader sense of “constancy” is obviously more appropriate
when we are studying the behavior of an entrepreneur who seeks
to maximize the output from given resources, if he can in fact
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change the form of the constant factors. And normally he can make
this change if given time: sooner or later the particular factors
need to be replaced and they can then be replaced by more appro-
priate “constant” factors.

- If the fixed productive factor need not be changed in form when
the quantity of the variable productive factors is changed, the fixed
factor is called adaptable. Adaptability is complete when the form
of the constant factors is such that, whatever the quantity of the
variable factors, the maximum output (with the known technolo-
gies) is achieved.

The difference between the products obtainable with partial and
complete adaptability is illustrated in Figure 7-2. The extreme
case of zero adaptability, it may be noted, would arise with fixed
proportions—where the constant factor was literally incapable of
being used with more or less than a critical quantity of the variable
factor—and in this case the total product “curve” would simply
be point, P,. ’

We shall later argue that the productive service which we arbi-
trarily hold constant in order to exhibit diminishing marginal re-
turns is often actually fixed for the entrepreneur in the short run.
Then he cannot make any magical transformation of the constant
productive factor—it requires time to wear out such factors (if they
are durable) or to rebuild them. Since. the firm will nevertheless
usually have a fluctuating output even in the short run, the entrepre-
neur will seek to have a flexible productive system—one which op-
erates with tolerable efficiency over a considerable range of outpits.
This flexibility can usually be achieved (at a cost): for example,
it is possible to design an oil refinery so it can vary substantially
the proportions in which gasoline, fuel oil, and other products are
obtained from given crude oil. In terms of our diagram, the flexible
plant will have a lower output at X, because, if versatility is ex-
pensive, a larger quantity of the constant factor is needed, but the
marginal product will not fall so rapidly when the variable produe-
tive service is increased.

The Proof of the Law

The law of diminishing returns is, as we have said, an empirical
generalization, not a deduction from the laws of matter. An empiri-
cal law (as we learned from the law of demand, p. 24) cannot
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Product Curve
with Adaptability

Praduct Curve
with
Partial Adaptability

0 %o v
' Figure 7-2

be proved by producing instances of its operation. This is not to
say that such direct empirical evidence is irrelevant: in particular
the law was immediately accepted by economists when it was first
proposed simply because it seemed so clearly operative in agricul-
ture. We could now produce a vast number of illustrations and in
fact do give two samples in Figure 7-3 and Table 7-3.4 A method

* Figure 7-3 is based upon “Trials of the T.S.M.V. Polyphemus,” The Insti-
tution of Mechanical Engineers, Proceedings, 121 (1931), 183 fi. The equation
of the total product curve is

Y = —1285 4 2.740X 4 0.0005110X* — 0.0000005579X,

where Y is brake horsepower and X is fuel input (pounds per hour).
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of testing the law that is especially relevant to economic analysis
will be provided later in the chapter.

A large number of attempts have been made to prove the law
by deriving it from self-evident facts. Perhaps the most famous
proof assumes the opposite of diminishing marginal returns, and
deduces that all the wheat in the world could be grown in one flower
pot. It proceeds like this: suppose we have increasing marginal
products on a 10 acre farm:

VARIABLE BERVICE TOTAL PRODUCT

0 0
1 &
2 15
3 30
4 50

(The total product is then §V 4 §V? where V is variable service.)

We proceed:
If 2 units of V on 10 acres yields 15,
i 1 unit of V on 5 acres yields 7.5.
Again: :
If 4 units of ¥V on 10 acres yields 50,
2 units of V on 5 acres yields 25,
1 unit of V on 2.5 acres yields 12.5.

It is evident that by decreasing the quantity of land we are in-
creasing the total product from given quantities of the variable
gservice. Using our equation for total product,

1000 units of V on 10 acres yields 2,502,500,

. 1 .
1 unit of V on 1000 2cres yields 2,502.5.

Since 1o'ss of an acre is still a very big flower pot, let us do this
once more:

1,000,000 units of V on 10 acres yields 2,502,002,500,000,
1 unit of V on 107% acres yields 2,500,002.5.

It is clear that we are doing very well by reducing the quantity
of land: 10 acres is a plot of 52 sq. inches. The result should
not surprise us unduly, however: if there are constant returns to
seale (so reducing every input by K per cent reduces the product
by K per cent) and if there are increasing marginal returns to one
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factor, there must be negative marginal returns to the other, so
reducing the latter naturally increases the total product (p. 127).
‘But unfortunately for the proof, there is no basis for saying that
there must be constant returns to scale, as we shall see in the next
chapter. So the proof is inconclusive, as proofs concerning the real
world have a habit of being.

SHORT-RUN COST CURVES

In order to isolate the marginal product of a productive service,
we have held the quantities of the other factors constant. This pro-
cedure can be applied to any combination of factors: any one input
(or group of inputs) could be varied, the remainder being held
constant.®

In actual life, however, it is usually the case that the entrepre-
neur can vary the quantities of some inputs much more easily and
quickly than the quantities of others. The proprietor of a factory
can vary within a few days the number of employees he hires, the
rate of supply of raw materials, the number of hours he operates
the plant. It may require weeks, however, to hire specialized execu-
tives, or to obtain specialized machinery (which may have to be
built to order), or to enlarge the factory building. The proprietor
of a retail store can increase quickly the number of sales clerks
and the supplies of goods, but it will take longer to enlarge the
store. The proprietor of an electric generating company can expand
quickly his use of fuel, but requires several years to obtain an addi-
tional generator.

This is loose language: when a proprietor says that he can
quickly buy more steel sheet, but requires 7 months to obtain a
new stamping machine, he is not being precise. At a sufficiently
high price, one can buy a stamping machine from another company
and have it installed in 24 hours; at a very high cost one can have
a new machine built in a month by working around the clock. When
we say that in the short run some inputs are freely variable, we
mean that their quantity can be varied without affecting their price
(for given quality). When we say that other inputs are not freely

variable we mean that their quantities can be varied within the

® When more than one productive service is variable, they must be combined

in the most efficient proportions, which may vary with the rate of their
use. This problem is discussed below, p. 146,
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given time unit—be it a week, a month, or a year—only at a con-
siderable change in their price: if we try to sell the specialized
machine, it has little value in other uses; if we try to buy more,
price rises sharply for early delivery.

Fixity and variability are matters of degree. The plant’s supply
of electricity can be increased instantaneously (without a change
in price); it may require five years to find a gifted designer. In
order to simplify the formal theory, economists define “the” short
run as a period within which some inputs are variable, others fixed.
Clearly there are many short runs, and the number of freely vari-
able productive services increases as the period of time is
lengthened.

The rate at which a firm expands its use of “fixed” factors de-
pends not only on the cost of rapid change but also upon how long
output is expected to run at a high or low rate. Suppose a firm
has a “plant” (fixed factors) appropriate to a rate of production
of 100 units of output per week. (The determination of the right
amount of plant is taken up in the next chapter.) If now 130 units
is the desired output (due to a rise in price), the firm will imme-
diately begin to increase its plant if this new rate of output is ex-
pected to last for years. But if it is a short term fluctuation, which
will probably be followed by an output rate of 70, it will be supplied
only by varying the use of variable factors (and probably by inven-
tory changes). In general no variation in plant size will be made
if the fluctuation in output is expected to be temporary. In addition,
even a permanent change in output, if it comes unexpectedly, will
for a time be handled pnmarlly through changes in the “variable”
productive services.

The cost curve appropriate to these temporary changes in output
is the short run marginal cost. We may prove the primacy of mar-
ginal cost from first principles. The cost of any action (such as
increasing output 10 units) is the alternative use of the resources
required to achieve this action. The short run fluctuations of output -
by definition involve no change in the “plant” (fixed factors), so
there is no foregone alternative to the more intensive use of the
plant.® The only foregone alternative is the amount spent on addl-
tional units of variable services.

°If the plant will wear out faster at higher rates of output, the extra cost
is chargeable to the increased output. This cost (called user cost) is usually
minor.
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4
The definition of marginal cost is | 3 o
. . Z B ISBNIITYSE2S
M — Inerease in Total Cost g§ 1222292:;:32238
‘ Increase in Qutput P
Since the increase in total cost is equal to the increase in the number !
. 0 0 . » . ) . . " (5]
of units of variable services times their price (which is constant | ¢y SBARIESEBBES¥S
to the firm under competition), we may rewrite this definition as { g § QOO o
Increage in Quantity 'f <
MC = 0;;::33::1; s(;::u:f: X Price of Variable Services . " 2
p ; | 535 .S3%8888335939g
- Price of Variable Services g8 "ge~~cScSssssescs
Marginal Product of Variable Services <
Hence marginal cost varies inversely to marginal product, and the 8 4
law of diminishing marginal product is equivalent (under competi- 238 SRESBIFRBRBBERE
tion) to the law of increasing marginal cost. g O 'ygOoeceocooocoooe
For reasons which do not bear close scrutiny, it is conventional "
to define a considerable variety of short run cost curves for the '
competitive firm. They may be illustrated with the arithmetic in I E 9231338212 388588°2
Table 7-4, which is based upon the production schedule in Table L 8o ® -
3 7-1, plus the assumption that units of the variable service cost $5 3
and units of the constant service $4. The definitions of the various 38 . oo
costs are: §S§ FISTTITITESSSSSS
1. Total fixed cost < quantity of the fixed productive service
times its price. 3 3 &
2. Total variable cost = quantity of the variable productive ser- & % g °PIRRIBREI]ABBER
vice times its price. N
3 Toi‘?’} cost = total fixed cost plus total variable cost. ’E
4, Mafginal cost = increase in total cost divided by the increase 3 § E .
5. Average fixed cost = total fixed cost divided by output. al
6. Average variable cost = total variable cost divided by output. .
7. Average cost = average fixed cost plus average variable E aB coccocooooo
cost = total cost divided by output. Z g g RHSASRAARRAR%2=S
p @
The last four curves are illustrated in Figure 7-4.

We have said that only the marginal cost curve is relevant to
short run changes in output: we can go a step farther and say
that only that portion of the marginal cost curve above average
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variable cost is relevant. To show this, we must first show that
a competitive firm will operate where marginal cost equals price.
It operates at this output because profits are then maximized. The
demand curve of a competitive firm is & horizontal line: its output

“ is too small to affect the market price. Hence, when the firm in-
creases output by one unit, it increases

1. Receipts by the price of the unit.
2. Costs by the marginal cost of the unit.

Hence profits will rise after a unit increase in output if price exceec.ls
marginal cost; and profits will rise after a decrease of a unit in
output if price is less than marginal cost.”

7 The rule may be derived algebraically. When output rises by Ag, profits

ise b;
i pag — [Cg + 4g) — C(g)],
where C(g) is the cost of producing ¢. If profits are at a maximum, !;hey will not
either increase or decrease with a small change in output, so this expression
must equal zero, Rewriting it,
C(g + 4qg) — C(g)
p= Ag !
and the expression on the right is of course marginal cost.

<
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We illustrate this rule in Figure 7-5. When the price is P,, if
the firm expands its output from X, to 4, it will add RST more
to costs than to receipts; if it contracts output to B, it will reduce
receipts by RMN more than it reduces costs. (Recall that the area
under a marginal curve between two points is the change in the
total between these points.) .

But if price falls below P,, the firm faces a different choice. When
price is P;, if the firm operates at X, (where marginal cost equals

P
/ :
4 avc
A, MR /
! 7
N
avc .
L]
Py F 41
& MC 3
Y X 8 Xo A4 Q
Figure 7-5

[}

price) it will have total variable costs of 0X, times X,F, which
exceed the receipts (0X, times P,). By closing down the plant tem-
porarily (recall that short run curves are appropriate only to tem-
porary fluctuations), it will save money. Hence the firm will not
operate below a price of P,.

We define the supply curve of a competitive firm as the amounts
it will supply }_various prices. This supply cuive s (in the short
run) the firm's marginal cost curve atﬂgp minimum average vari-
able cost.
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The Suspicious Character of Average Costs

Tour cost curves were presented in Figure 7-4: average fixed,
average variable, average and marginal costs. Average fixed cost
is wholly uninteresting: it is the cost (per unit of time) of the
«fixed” factors divided by output. It is always a rectangular hyper-
bola, and it is always useless. Average variable cost, we found, had
one use: to determine the minimum effective point on the marginal
cost curve; otherwise it too is dispensable.

Average cost is rather more popular in economics, and deserves

. fuller—but not necessarily kinder—treatment. The problem it poses

is simply this: it cannot be trusted to stay put. Suppose a firm
is making very handsome profits or losses on the usual average
cost calculations: price is well above average cost or well below
it, where average cost of course includes interest at the going rate
on investment.® Suppose further that the profits or losses will persist
for a congiderable time. We claim that there will be a tendency
for average costs to rise or fall to where they equal price.

To understand this shiftiness of average costs, let us ask why
this competitive firm makes an unusually large or small rate of
return on its investment for a considerable period of time. The an-
swer must be that it has superior resources (including possibly man-
agement) so its costs are comparatively low, or inferior resources,
so its costs are comparatively high. But then these superior
resources are really worth more, and the inferior resources less, than
the values at which they are carried on the books. If the resources
are owned by the firm (say, a piece of land), there may be no
tendency to write up the value of a superior resource to its true
value, because accountants are conservative. On the other hand,
the accountants will not object strongly to writing down the value
of the inferior resource.

Whether the resources are revalued or not, another factor leads
to movements of average costs. If the firm is sold, its price will
be determined by its expected earnings. If these earnings are high,
the firm will sell for more than book value, and if earnings are
low it will sell for less than book value. If the buyer values the

$The “of course” should not lead the student to believe that it will .be
included in usual accounting procedures; accountants have been unwilling
to include interest on investment (other than interest on debt) in cost.
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en}:erprise at its cost to him, then by definition it will earn the
going rate of return—average cost will move to equality with price

If a firm used no specialized resources, the valuation of inputs.
would be much simpler, for then by definition the alternative prod-
uct (.rf a resource would be its cost to the firm (and industry). Once
spgclahzed resources enter, however, there is no valid bas.is for
fixing their value other than discounting their future earnings—and
average cost begins to follow price.

Revall.mtions of assets will not affect marginal costs because the
?evall_latx?ns do not depend upon the firm’s output. Suppose there
is a rise in the industry’s output because of an increase in demand
SO a given S}lperior resource (say, a piece of land) should be culti-, .
vated more fntensively for maximum profit. If the plot is cultivated
more mtgnswely, it will have a larger marginal produet (by the
law of diminishing returns; see MP, in Figure 7-1), and should
be' revalued tfpward. But even if the owner of the plot mistakenly
failed to use it more intensively, its value would rise—for the value
:}f an asset is determined by what others would pay for it. Hence
ou:pz:fet becomes more valuable whether or not its owner varies

The actual amount of asset revaluations is unfortunate ‘
completely unknown.® The effects of restraints imposed b)lya:cl::Tnsf
tants and f:ax laws are in the direction of preserving historical costs
(costs as historically made and recorded). Historical costs, if rigor-
ously adhered to, eliminate certain methods of capitaliz;ng gains
and losses, but introduce other departures from the alternative cost

'concept appropriate to maximum profit behavior.1

The Proof of Rising Short-Run
Marginal Costs

We haye pointed out that marginal cost varies inversely with
.the margmal. pro.duct of the variable factor, so the law of diminish-
ing returns implies that the short-run marginal cost curve has a

.del;fi _most exbensi\{e study is Solomon Fabricant’s Capital Consumption
aor; o Jjustment (Natlonal. Bureau of Economic Research, 1938), esp. Ch. 12
capitazl cv(;rptzn:ltlons retﬁortmg during 1925-34, 66 made capital v:rrite-ups . 146

rite-downs— i i i ;
D e period was obviously dominated by the Great
 Many of the problems encountered in analyszi istori

M ) zing h
with in the literature on national income and weilth.g ftorical costs are dealt
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positive slope. It would appear that this ends the matter of proof,
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but it does not. .
A series of statistical studies have found: that short-run marginal

cost is approximately constant until “capacity” is app.roached. pa-
pacity in turn is usually defined as the output.at which marginal
costs become very inelastic.’* The typical ma.trgm.al cost curve, ac-
cording to this literature, is that illustrated in Figure 7-6. Clearly

P

Sv-u

0 Q
Figure 7-6

this literature denies the short-run validity of the law of diminish-

ing returns.:? . ' . . '
%ather than delve into the statistical studies which yield l_lo.n-

gontal short-run marginal costs,® it is possible to test the validity

11 We shall quarrel with this definition later.

1 Numerous examples and 2
s (New York: McGraw-Hill, 1960). ) ) .
0?;, fl‘ﬁ:a:ztlﬁi:s have been criticized as’havmg linear biases in the statistical

procedures, and defended against this charge, with no clear victory for either
side.

references are given in J. Johnston, Statistical
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of this cost curve indirectly. If marginal costs are essentially con-
stant up to the output at which they rise rapidly, under competition
a firm’s output (set where marginal cost equals price) will be nearly
constant at all prices above this constant marginal cost, and zero
at lower prices. Thus in Figure 7-6, the output of the firm varies
little at prices between P, and P,, but falls to zero at prices under
Po,. Where marginal costs display this behavior, then, short-run
variations in the output of the industry will come about almost
exclusively through variations in the number of plants in operation.
But if marginal costs rise steadily with output, much of the indus-
try’s fluctuation in output will come from fluctuations in the rate
of output of each plant, and little from fluctuations in the number
of operating plants.1* :

In this form, the hypothesis that short-run marginal costs are
constant can be tested against readily observable facts. As an ex-
ample, consider the American cotton spinning industry. The output
of the industry may be measured by spindlehours, the “plant” by
active spindles, and the output per plant by “hours per active spin-
dle”. Then the percentage change in output (spindle hours) from
one quarter year to the next will be approximately equal to the
sum of the percentage changes in active spindles and in hours per
spindle.” This calculation has been made by quarters from August
1945 through June 1959, separately for the southern states (where
the industry has grown slightly) and for the New England states

"The argument, it may be noted, can be extended also to noncompetitive
firms which operate more than one plant within a market area. Unless the
plants have equal constant marginal costs, a monopolist will minimize costs
by operating the lower marginal cost plant at “capacity” and making all
adaptations to changing output in the plant with higher marginal costs.

® The output of an industry is Q = Ng, where N is the number of plants
operating, ¢ the output per plant, By definition, ) ,

AQ = NAg + gAN
and

40 _4g

Q ¢ ‘
Hence the relative change in output is equal to the sum of the relative
changes in N and g—the magnitudes used in our test. For large changes
in output, a term AgAN/Q should be added, and (as is customary with such
formal partitions) divided arbitrarily between N and q. Here the cross product
term is neglected.

AN
+ v
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(where the industry has been declining very substantially). We
may tabulate the average of the 55 quarterly changes:*®

e PER CENT OF CHANGE IN SPINDLE

e HOURS DUE TO
. Change in ¢ Change in Hours
Section Active Spindles ' per Spindle
a
Southern states ’ 9.2 : 90.5
! New England 21.8 : 76.5

The conclusion is clear: even in the declining branch of the in-
dustry the overwhelming part of changes in output is achieved
through variations in the rate of operation of plants (here, hours
per spindle), not by variations in number of activge/plants (here,

rising: I suspect that in most industries they do so.
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PROBLEMS

1. A producer with two plants wishes to produce a given output at
the lowest possible cost. Under what conditions will he close down one

of the plants?

1 The source of the data is: U, S. Bureau of the Census, “Cotton Production
and Distribution,” Bulletins 188, 189, 193, and 196 (Washington, D. C.:. U.8.
Government Printing Office).

" In the declining branch of the industry, one would expect a larger role
for plant reductions simply because the industry is declining. And when
ghort-run output changes are divided into increases and decreases, we find
that the role of plant changes is more important in the case of declines of

output:
New England States
PERCENT OF CHANGD IN BPINDLE-HOURS DUE TO
Direction of Change  Change in Aclive Change sn Hours per
sn Quarterly Output Spindles Spindle
Increass 20.3 82.2

Decrease 23.9 68.6

| active spindles).”” In this industry short-run marginal costs are.
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2. You are given the following production function:

INPUT OF A | ol 1| 2| 3‘4'5'6,7

ouTPUT | 100 | 101 | 103 | 105 |106.8|108.4|109.9|lll.3

(a) Draw the marginal and average produets of 4..

(b) Draw the marginal and average products of B (th i

( f . the other productive
factor). Ten units of B underly the foregoing schedule. Use the con-
stant returns to scale equation (p. 133).

A e u"usual TO
uction flmctlon

NUMBER OF MEN MARGINAL PRODUCT

20
16
19
14
18
13
© ete. . ete.

= I U O

If you had 10 farms and 40 employees how would you allocate them
zﬂg?ﬁ farms? If wages are $40, construct the marginal cost schedule of
4. The l::tw of diminishing returns was originally stated as an historical
law, that is, it asserted that the marginal product of labor on Iland
would decline as population grew. If true, what would have happened
to (l.) aggregate agricultural land values, and (2) prices of farm product
relative to manufactures, over long periods? P °
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" Production: Returns to Seale

- No such sweeping generalization as the law of dim.inishing returns
has been found for the relationship of output to l.nput,s when .all
inputs are varied. We are accordingly driven to con§1der alternat..we
possibilities: when all inputs are increased in a given prqportlon,
output may increase in a greater or lesser or equal.proportlon. The
economist must then determine, when he is analyzmg the a.utomo-
bile or shoe or radio repair industry, whether it has increasing, de-
creasing, or constant returns to scale, and we shall discuss later
the methods of empirically determining economies of scale.

THE PROPER COMBINATION OF INPUTS

Let us begin by asking a basic question: if we wish to produce

. at a certain rate, in what proportion shall we use the var.iol.ls.in-
puts? This question is not answered directly by the law of diminish-
ing returns, for it told us only how many men were needed to pro-
duce a given product, given that they worked on 10 acres of lfmd,
or (since the law is reversible) how many acres were negded., given
a labor force of 8 men. There are many different combinations of
inputs that will yield the desired product, and obviously the cheap-
est combination will maximize the producer’s profits. .
The cheapest combination obviously depends upon ?he .rela_twe
prices of the inputs and in fact the least cost combination is given
by the rule: a dollar’s worth of any input should afid as muc’h
product as a dollar’s worth of any other input. For if a .dollars
worth of input A has a marginal product of (say) 5 units, and
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that of B only 3 units, then we can

(a) Buy 81 less of B, suffering a decline of product of 3 units,

(b) Buy $0.60 more of A, obtaining 3/5 of the marginal product
of a dollar’s worth, or 3 units of product, and

(¢) Pocket the $0.40.

This rule may be stated as an equation of minimum cost:

Mérginal Product of A _ Marginal Product of B
Price of 4 - Price of B )

_ Marginal Product of C
Price of C ’

for all inputs, no matter how many.

When the price of one input increases, this rule of minimum cost
tells us that we must use less of this input (thus increasing its
marginal product) and more of the other inputs (thus decreasing
their marginal products).

This analysis has obvious analogies to the problem of the con-
sumer dividing his income among commodities in order to maximize
satisfaction. In fact the same apparatus of indifference curves can
be used, with the obvious modification that now we shall call such
curves isoquants (equal quantities), and define the isoquant, (Figure
8-1) as those combinations of inputs which yield the same product.

* When we reduce the quantity of one input (4) by a small amount

(A4), we reduce the product by AA times the marginal product
of A (= MP,). Thus if the marginal product of men is 6, when
we reduce the quantity of labor by 0.25 (one-fourth of a day, say),
we reduce the total product by 0.25 X 6 = 1.5. In order to offset
this reduction, we must increase the other input (B) by such an
amount (AB) as to produce this much, so

AA-MP,+AB-MP,=0 (AA <0),
along an isoquant. Hence the slope of an isoquant is

AB _ _ MP,

AA - MP,
Corresponding to the consumer’s budget line, there will be an
outlay line for the entrepreneur. With a given expenditure E,, he

—_—
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Isoquant
0 Vv 6 | A
Figure 8-1

can buy all combinations of A and B such that
Ey = AP, + BP,

here will be a different outlay line for every amount of ex-
gzgditture. We draw three outlay lincs ip Figure 8-1 (temporar:il.y
ignoring T'V), each higher one representu!g a larger total expen l1--
ture. The entrepreneur will choose outlay line I."G’ because this is the
lowest line which touches the isoquant,,.and in general tl.le lowest
outlay line to yield the desired product is tangent to the isoquant.

But the slope of the outlay line is' p

a

- 35!

Py

1 constant outlay,
For a ,AA-Pa-f-AB'Pb”O,

80 AB P,

vl P’
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and the tangency implies that
P, _MP, /
P, MP,

another form of our condition for minimum cost. The proposition

“that less will be used of an input if its price rises is illustrated

by increasing the price of 4, leading to the new outlay curve, TV,
which is necessarily tangent to a convex isoquant to the left of
the original equilibrium.?

The student will find many different uses of this technique, which
is generally employed where one wishes to analyze three variables
without recourse to solid geometry. (Here the three variables are
two inputs and output; with consumer indifference curves they were
two commodities and utility.) o

CONSTANT RETURNS TO SCALE:
THE SIMPLEST CASE

The simplest possibility with respect to economies of scale is that
there are none: when output is increased in any proportion, exactly
equal proportionate increases of all inputs are required. Then if
the prices of productive factors are not affected by the firm’s rate
of output, as they will not be under competition, total costs vary
proportionately with output.

Constant returns to scale are commended upon a very simple
ground: if we do a thing once, we can do it twice. If we use 4 and
B to produce P, why should not 24 and 2B produce 2P? Perhaps
they should, but it must be emphasized that there may be cheaper
ways of producing 2P. Where painting was done by hand, it may
now be feasible to use a spray gun; where a man performed tasks
X and Y, it may now be feasible to have him specialize in task
X with a gain in efficiency. These are questions of fact, and we
cannot state that in general they will be, or will not be, possible.
If these examples suggest that at most we must double inputs to
double output, that also is not true. For the tasks of coordinating
a larger enterprise may increase so rapidly that large enterprises
are inefficient. We shall examine these possibilities of increasing
and decreasing returns shortly.

* See mathematical note 6 in Appendix B on the relationship of diminishing
returns to convexity,




150 Production: Returns to Scale

If there are constant returns to scale, obviously marginal costs
will be constant for all outputs when the inputs are in proper pro-
portion. For K per cent more output requires K per cent more of
each input, and since the prices of productive factors are constant
to a competitive firm, total costs also rise by K per cent. Hence
average and marginal costs are constant.

SMC

Lmc

COST

QUANTITY
Figure 8-2

We have identified cost curves which reflect complete adjustment
of all inputs with the “long run”, and those which reflect cPanges
in part of the inputs with the “short run” (p. 134.). Hence “short-
run” marginal costs will rise (because of diminishmg retu?ns) even
though “long-run” marginal costs are constant. Consndcjr Flgure 8-2.
At output 4, a certain quantity of each input yields minimum mar-

Constant Returns to Scale: The Simplest Case 151

ginal (and average) cost, AK. If we vary part of the inputs, we
shall obtain the marginal cost curve, SMC. )

It is evident that short-run marginal costs may be greater or
smaller than long-run marginal costs, depending upon the rate of
output. At the point where the two curves intersect, the marginal
product of the plant (“fixed factors”) divided by its price is equal
to the marginal product of the variable factor divided by its price.
At larger outputs the marginal product of the plant rises and the
marginal product of the variable factor falls, so the long run mini-
mum cost condition is not fulfilled; the opposite relation holds be-
low the intersection. . .

Even though the long-run average and marginal cost curves of
the firm are horizontal (and in fact identical) under constant re-
turns to scale, no such relation need hold for the industry. As we
shall see in Chapter 10, the industry cost curves are affected also
by changes in the prices of inputs (which are constant to the indi-
vidual firm). Nevertheless, even for the industry constant returns
to scale is the overwhelmingly popular assumption in scientific
work. The so-called Cobb-Douglas function is

P = aC°L'"=,

where P is product, C is capital, and L is labor. This production
function yields constant returns to scale,® and it has an almost
monopolistic position in economic literature. Its popularity is not
due to its demonstrated validity as a description of actual produc-
tion functions, however. Rather, it is used because (1) it yields
diminishing returns to each productive factor separately, (2) it is
simple to handle, being linear in logarithmic form, (3) in many
investigations the precise nature of returns to scale is not very in-
teresting, and constant returns is a convenient simplification, and
(4) of a remarkable property of constant returns to scale which
we must now mention. :

Euler’s Theorem. Euler's theorem on_homogeneous functi is
the august name attached to this final property of constant returns.
The theorem is a simple one: it says that if there is constant returns

3 If we vary each input in a given proportion, say changing C to (AC) and
L to (AL), we get
a(AC)e(A\L)1~a = gretr-aCe[l=a = g\Ca[l=a = \P,
go the produet increases in the same proportion,

i

~
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to scale, then the total product is equal to the sum of the mal:ginal
products of the various inputs, each multiplied by the quantity of
its input.* Thus if the production function is

. P =f(4,B,C, ...
and there is constant returns to scal'e,
P=A'MP¢;+B'MPb+C'MPc+"'.

Since the theorem has been in the mathematical books for two
hundred years, we can assume its truth, and here present only an
example. Consider the simple production function

P = CU‘L’I‘)

. which Paul Douglas believed to be descriptive of American manu- i

facturing; here P, C, and L are product, capital, and labor, all
in index number form. If L = C = 200,

P = 2007/4200%4 = 200.
Increase labor to 201, and the product rises to
. P = 200%4201%¢ = 200.749.
1f now C is increased to ?01, with L held at 209,
P = 201Y4200%4 = 200.249.
ﬁence the marginal product of L is 200.749 — 200 = 0.749, and

that of capital is 200.249 — 200 = 0.249. The sum of marginal
products times quantities of factors is

200 X 0.749 + 200 X 0.249 = 199.60,

which is approximately what Euler’s theorem ?ssgrts. The .small
discrepancy in product arises because we use ﬁ!}ltae.mcreases in the
inputs: the theorem holds strictly only for infinitesimal changes.
Euler’s theorem entered economics in order to solve the prob.lem
whether, if each productive factor is paid at the rate of its marginal

4 The definition of a homogeneous function of degree k is that if
P=f(4,B0¢C,...),
MP = f(A, AB, \C, . . .),

where A is any positive number. When £ is unity, the function is homogeneous

of the first degree, and this is our definition of constant returns to scale.
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productivity, the total product would be sufficient and only suffi-
cient. It was received with considerable hostility: Edgeworth re-
marked that “Justice is a perfect cube, said the ancient sage; and
rational conduct is a homogeneous function, adds the modern
savant.” The modern savant, Philip Wicksteed by name, abandoned
the argument, but the simplicity and manageability of the homo-
geneous functions have overcome any scruples on realism and they
are immensely popular among economists to this day.

Variable Returns to Scale

Phrases such as “economies of mass production” testify to the
widely held belief that as an enterprise expands its scale of opera-
tions, it will be able to reduce average costs. Popular beliefs are
seldom a safe guide in economics, and here they are especially sus-
pect. Laymen observe that more electricity (or transistor radios
or electric dishwashers) are made than formerly, and that prices
have fallen (or, in a period of inflation, risen less than a comprehen-
sive price index). These observations are correct, but the passage
of time also allows technological advances to take place, so the
effects of scale of operations and technological advance are not sep-
arated. Returns to scale (like diminishing returns) refer to the be-
havior of output relative to inputs when the “state of the arts”
is given, ' o

Increasing returns to scale arise when a doubling of output does
not require a doubling of every input. The causes of increasing re-
turns are:

1. There may be some unavoidable “excess capacity” of some
inputs. A railroad has a tunnel which is essential for given traffic,
but can handle twice as much traffic. The emphasis here is on “un-
avoidable.” If the railroad has unused locomotives, in the long run
they can be sold or worn out, and hence do not give rise to increas-
ing returns, ;

2. Many inputs become cheaper when purchased on a larger
scale. There are quantity discounts because of economies in larger
transactions. Often equipment costs less per unit of capacity when
larger sizes are ordered (see Table 8-1).°

 Containers have the property that their contents increase as the cube
of dimensions, the surface (and material required) as the square.
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Table 8-1

Prices of Ball-Bearing Induction Electric Motors, 1800 rpm
(February 1950)

LS HORSEPOWER PRICE PRICE PER HORSEPOWER
1.0 $59 $59.00
1.5 . 69 46.00
2.0 80 40.00
3.0 89 29.67
5.0 106 21.20
7.6 139 18.53

10.0 176 17.60
25.0 327 13.08
50.0 559 : “11.18
100.0 1073 10.73
150.0 1633 10.89
200.0 2085 10.42
500.0 3207 - 6.41
1000.0 5819 5.82

8. More specialized processes (whether performed by men or ma-
. chines) are often possible as the scale of operations increases: the
man can become more expert on a smaller range of tasks; the ma-
chine can be special purpose.
4. The statistical laws of large numbers give rise to certain econ-
omies of scale. For example, the inventory of a firm need not in-
~ crease in proportion to its sales, because there is greater stability
in the aggregate behavior of a larger number of customers.®
1f these forces are dominant, the long-run marginal cost curve of
the firm will have a negative slope—there will be economies of scale.
An illustrative long-run marginal cost and several short-run margi-
nal cost curves are given in Figure 8-3: each short run curve repre-
sents a different amount of “fixed plant.” The corresponding aver-

%See W. J. Baumol, “The Transactions Demand for Cash: An Inventory
Theoretic Approach,” Quarterly Journal of Economics (November 1952). A
similar argument may be made with respect to risks of failure. See also
the results on servicing of machines in W. Feller, An Introduction to Probabil-
fty Theory and Its Applications, 2nd ed. (New York: Wiley, 1957), Vol. I,

pp. 416-21.
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age cost curves are also given in Figure 8-3. These average costs
are exclusively alternative costs—the input prices are those neces-
sary to keep the resources in this industry and exclude all “rents.”
Decreasing returns to scale arises out of the difficulties of manag-
ing a large enterprise. The larger the enterprise, the more extensive
and formal its administrative organization must be in order to pro-

CcosT

QUANTITY
Figure 8-3

vide the information necessary for central decisions and the sanc-
tions necessary to enforce these decisions. A large organization must
be less flexible—policies cannot be changed frequently and still be
carefully controlled.

The decentralization of a large organization might be considered
a way in which to avoid the rigidity of size, and this has indeed
become a fashionable practice at times. A fundamental contradic-
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tion is encountered here, however: as the parts of a large enterprise
are decentralized, the gains of economies of scale are simultaneously
sacrificed. It would be possible to give each manager of a store
complete autonomy, but then the organization which owned a thou-
sand stores would become & mere investment trust: there could be
no gains from quantity purchases or joint advertising.

This source of inefficiency -of large size is given little weight in
the popular literature: size is almost equated with efficiency. Yet
anyone who watches a line of automobiles start forward as a traffic
light changes will be impressed by how each additional driver
gtarts a little later than his predecessor, so it takes considerable
time for the motion to be communicated to the twentieth car, even
when all the drivers can see the light change. This same slack is
encountered in large organizations, so when frequent changes are
called for, & large company is very inept. The industries making
style goods (women’s apparel and shoes, novelty toys, and so forth)
are consistently dominated by smaller and more flexible companies.
Again, those enterprises requiring very close coordination of skills
of men are seldom large scale: no novel can be written by more
than two persons (and of these at most one can be a woman), no
orchestra can have 300 members and still be called symphonic. And
in general intricate decisions cannot be made well by committees,
which is the reason the greatest of industrial and political empires
must have one head, whose familiarity with the details which un-
der%f'e his decisions becomes vanishingly small.

Capacity] The notion of capacity is widely used, but seldom de-
fined precisely. Yet it is an ambiguous concept even at best. In
the normal case of variable proportions, the absolute maximum at-
tainable output from a given set of fixed factors might be used—ob-
viously a firm has no “capacity” limitation in the long run when
all inputs can be increased. But the maximum attainable output
is never known—it is, for example, the output of a farm or a factory
when “no expense [or variable factor] is spare ,7 and no one has
been foolish enough to devote unlimited resources to this end.

Sometimes the technology of production seems to invite a fairly
clean notion of capacity. For example, a blast furnace runs day
and night, so it would appear to have a definite limit on output
per month. Actually it does not: the charge can be varied; oxygen

can be used, and the shut-down period can be shortened, so plants
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have operated for considerable periods at more than 100 per cent
of capacity. Yet the qualifications are minor, and in the short run
“capacity” has a reasonable determinate meaning here. Such cases
are uncommon. Ecomomic o

It seems clear that,capacity should be defined in a way that
takes account of costs—no one cares about the output that could

LMe
SMc/ SAC '
S4C LAC
[,
0
8 — —
0 A 8
QUANTITY
Figure 8-4

be obtained only at literally prohibitive costs. Two definitions have
been proposed: capacity is (1) the output at which short-run aver-
age costs are at a minimum, and (2) the output at which short-
and long-run marginal costs are equal. The definition of words is

* necessarily arbitrary, but there is a persuasive argument for the

latter definition—it is more relevant to entrepreneurial decisions.
We may illustrate its relevance by Figure 8-4.
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..On the minimum cost definition, capacity is OA4; 61:1 the margi-
nal: cost definition it is OB. Suppose an entrepreneur with the plant
represented by the short-run average cost curve wished to operate

__permanently at OB. On the minimum cost definition he is operating

SpaN! \l%4

3 ad ',N“-

beyond capacity, and this suggests that, given tim.e,.he will build
3 larger plant. But he will not: this plant has the minimum average

w cost of any possible plant for output OB, and the larger plant de-

v .
i;’\«\}“ “s,be noted by SAC’ would obviously have higher costf; fon: t‘:he desired
I ’,.;"“:‘\"‘Emtput. A definition which leads us to say a firm will willingly oper-
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ate' permanently beyond capacity seems undesirable. The defini-
tion of capacity in terms of the equality of sh?rt- and long-run
marginal costs does not have this flaw: then it will always be trt.xe
that in the long run a firm will expand if it wishes to maintain
a rate of output which is beyond present plant capacity.

" EMPIRICAL MEASURES OF ECONOMIES -
OF SCALE

‘When one looks at the size distribution of firms in a competiti.ve
(or, for that matter, noncompetitive) industry, he wil} always dis-
cover that a large variety of sizes exist at any one time. We may
illustrate this variety with the corporate income tax data in Tab.le
8-92. Assets are not an ideal measure of firm size, but they will
doWe observe that there is a considerable range of f;izes of firms
at b.ny one time. This could be explained by the fallure. of some
companies to reach the optimum size, due to errors of judgment
or the time required to grow to the optimum size. But the range
of sizes persists over a considerable p.eriod qf time (a longer period,
indeed, than our tables reveal). This persistence can on!y be ex-
plained by the fact that there is m_QIQ.Lh&LQL_L-———W‘E”e: §

The optimum size of a firm—we .shall define “optimum
shortly—depends upon the resources which a firm uses. All" firms
in an industry do not have identical resources. Some have managers
who are effective in running a small concern; others ha.ve managers
who capably run a large concern. Some have large holdings of natu-
ral resources, others buy their raw materials. Some are located
where labor is cheaper, others where electrical power 18 cheaper.
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Table 8-2

Percentage Distribution of Assets by Company Size in
Selected Manufacturing Industries
(1954 and 1958)

Assel Size Class 19564 g 1958
A. Knitting mills
Under $100,000 2.49 3.4%
$100,000- 500,000 13.6 14.9
500,000~ 1,000,000 12.0 13.1
1,000,000~ 2,500,000 19.2 18.1
2,500,000~ 5,000,000 14.8 16.3
5,000, 000-10, 000,000 13.7 12.5
10,000,000-25, 000,000 12.8 19.4
Over 25,000,000 11.5 2.4
TOTAL 100. 100.1
B. Engines

Under $500,000 .1 1.2
$500,000- 1,000,000 .6 4
1,000,000~ 2,500,000 2.4 1.6
2,500,000- 5,000,000 5.5 3.3

5,000,000~ 10,000,000 6.1 0.
10,000,000~ 25,000,000 32.5 20.2
25,000,0008 50,000,000 35.1 31.1
50,000, 000-100,000,000 16.6 42.3

|
|

©
=
<
—
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o
-

TOTAL
Bounce: Statistics of Income, 1954, 19568,

Such differences are compatible with all firms having equal long run
marginal costs.’ a

If we observed the distribution of firms by size in an industry
over a period of years and it did not change (random fluctuations
aside), one could make several valid inferences. First, the firms of
every size would on average be operating in a region of constant

‘or rising long-run marginal costs—for if marginal costs were declin-

"The optimum size of firm is commonly defined as that which has minimum
long-run average costs. As soon as we allow resources to differ, it is not
possible to say that long-run average costs ezcluding rents will be equal for
the different firms. The varying qualities and types of resources imply that
some are specialized to the industry—that is, some resources will earn more
in the industry than they could earn elsewhere. Average costs including rents
can of course be equal.
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'ing to any size, these firms would expand and acquire a larger slgare
of the industry’s output. And second, the firms of various sizes
would be equally efficient, because if any size were more efficient,
this size would be more profitable and firms would tend either to
move to this preferable size or to leave the industry.

In fact the basic definition of a firm of optimum size is that it
can maintain itself indefinitely in competition with firms of other
gizes. This test of optimality is all inclusive: it takes account of
the ability of the firm, not merely to produce goods efficiently, but
also to introduce new technology at the proper rate, cope with
changes in consumer tastes, adapt to a changing geographical mar-
ket in the product or resources, and so on. A test of comparative
efficiency that is not all inclusive would not allow us to predict
the survival of the most efficient size of firm.

" Some sizes of firms decline as a share of the industry; for exam-
ple, corporations with assets under $10,000,000 making engines had
14.7% of industry assets in 1954, only 6.5% in 1958 (Table 8-2).
When the decline is large enough or persistent enough to overcome
the possibility that it is due only to random fluctuations,® as 18

. true in this case, we may conclude that these size classes are com-

paratively inefficient. On this interpretation, the large firms in the
engine industry were more efficient than the smaller firms: there
were economies of scale. In the knitting industry, on the contrary,
there was a decline in the role of larger firms, so there were dis-
economies of scale.
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PROBLEMS .

1. Prove that long-run and short-run marginal costs are equal where
long- and short-run average cost curves are tangent.

2. Suppose a production process, contains three “machines”: A, with
a “capacity” of 20 units; B, with a capacity of 75 units; and C with
a capacity of 210 units. Each machine has costs of $10 plus 10¢ per
unit up to these limits of capacity, after which an additional machine
must be employed. Calculate the average costs for outputs of 10, 20, and
so on, up to several hundred units. Then determine minimum cost output.
The problem of reconciling processes with different efficient sizes is called
“balance of processes.”

3. Using a Cobb-Douglas function, P = C*/*L*/* calculate isoquants for
P = 100, 200, 300. (For the first isoquant, since P = 100, log 100 =
2 =4} log C+ % log L and assign various values to C or L.) Draw some
price lines tangent to these isoquants, Pr = 1 and Pc = 2. (Perhaps P: is
wage rate per hour and Pe rental cost of machinery per hour.) Calculate
also the long-run average cost curve.

4, Statistical studies of costs of firms or plants of different size often
commit the regression fallacy—which has already been encountered in the
discussion of the consumption function. It yields economies of scale simply
because of random fluctuation, even though there “really” is constant re-
turns to scale. It may be illustrated as follows:

(a) Consider 10 firms, with average outputs of 100, 200, . . . , 1000,
respectively. N
(b) Each firm’s costs in any one year are $5 per, unit (variable costs)
plus 85 times its average output. Thus the firm with an average output
of 300 has costs of 300 X 85 = $1500 plus $5 times the output in the
given year. :
(c) Output in a given year consists of average output plus or minus a
random fluctuation. 2 '

~ (d) The random fluctuation is obtained by flipping a coin, adding 10%
of average output for each consecutive heads (if heads appear first) or
subtracting 10% for each consecutive tails (if tails appear first). Termi-
nate the flipping when the run of heads or tails ends. . ~

Calculate the costs in a given year. Compare graphically with avefage
costs when there are no random fluctuations in output.

== X

T




- chapter nine

Additional Topies in
Production and Costs

The cost curves developed in the preceding chapter are those com-
monly used in economic analysis. Yet they deal with only a particu-
lar kind of production process, and there are many problems for
which they require modification or extension. In this chapter we
discuss three such extensions: multiple products; external econo-
mies; and finite production runs. Each is sufficiently important to
deserve attention, and in the process more will be learned of the
standard cost curves.

MULTIPLE PRODUCTS

Multiple products made their entrance into economic analysis in
Great Britain, so the traditional example of multiple products has
been the steer, which yielded a hide and beef. It is at least approxi-
mately true that these products are yielded in fixed proportions:
a steer has only one hide. Hence if we attempt to construct a cost
curve for (say) hides, we shall find that we cannot do so: we cannot
vary the output of hides, holding the output of beef constant. :I‘he
only possible cost function is that for a composite unit of (hides
and beef), and given competition, it will be a matter of indifference
to producers whether hides sell for $20 and carcasses for $1, or
hides sell for $1 and carcasses sell for $20. Demand conditions will
determine relative prices. '

The case of multiple products produced in fixed proportions is,
in fact, really not a case of multiple products so far as production
is concerned. In a cost diagram, we may relabel the output
axis (4 + B), and now employ the cost curves of the single product
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firm. There is no difference between calling (beef and hide) one
product and calling H,O water. ) ‘

As a general rule, however, the products of a firm can be pro-
duced in variable proportions. This is obviously true in many cases:
a department store can sell more or less of any one product; a
shoe factory can make more or less of one kind of shoe; a farmer
(the nation’s agricultural policy permitting) can grow more soy-
beans and less wheat. Variability is also possible in many more
subtle cases: a petroleum refinery can vary the proportion of crude
oil distilled into gasoline. Conversely, what looks to be independent
productive activities—a firm produces steel and cement in different
plants—may be related by some common element: for example,
the cost of raising capital for the cement plant will probably be
lower, the larger the steel plant.

When the proportions among the products are variable, it is pos-
sible to derive a separate marginal cost for each product. Consider
the hypothetical data for a petroleum refinery in Table 9-1. We

Table 9-1
OUTPUT OF OUTPUT OF GASOLINE (GALLONS)

FUEL OIL 100 110 120 130
100 $2.45 $3.55 $4.85 $6.35
110 3.90 4.80 5.80 7.20
120 5.45 6.15 7.05 8.15
130 7.10 7.60 8.30 9.20

define the marginal cost of gasoline as the increase in total cost
divided by an increase in the output of gasoline, the quantity of
fuel oil being held constant. For example, the marginal cost of 110
gallons of gasoline, when the output of fuel oil is 120 gallons, is

86.15 — $5.45
10

There will be a marginal cost curve for gasoline, or in general
for any one product, corresponding to each possible output of the
other product or products. This poses no real problem in the theory:
we can simply write (in the competitive case)

MCe(@, F) = Pg,

= $0.07 per gallon.
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that is, that at equilibrium the price of gasoline will equal its mar-
ginal cost, which depends upon the quantities of gasoline (G) and
fuel oil (F) produced, and similarly for fuel oil:

| MCr(G,F) = Pp.

The two equations can then be solved simultaneously.

g

Receipts Line

Iso-cost Curve

Figure 9-1

An equivalent geometrical procedure is to construct indifference
curves (called isocost curves), which represent the quantities of
the products which can be produced at a given total outlay. We
display one such isocost curve in Figure 9-1. It is concave to the
origin because as one continues to substitute one product for the
other in the production process, smaller amounts of the other are
obtained for given decreases of the one—marginal costs of each
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product are rising.' Under competition the receipts from the sale
of the products by a firm can be drawn in the diagram as a straight
line: receipts are Ap, 4 Bps, and prices are constant. The firm
will operate where the isocost line touches (is tangent to) the high-
est possible receipts line, and this is equivalent to equating marginal
cost and price.?

There is no corresponding possibility of calculating the average
cost of one of several products. It is worth noticing that even though
impossible, it is done every day. The costs which are common to
several products—a machine or raw material used in producing
both, an executive who manages the production of both—are often
divided among the products in proportion to their separable vari-
able costs, or in proportion to their sales. Such an allocation must
be arbitrary, for there is no one basis of allocation that is more
persuasive than others. Indeed any allocation of common costs to
one product is irrational if it affects the amount of the product
produced, for the firm should produce the product if its price is
at least equal to its minimum marginal cost.

EXTERNAL ECONOMIES

An external economy is a source of reduction in cost which is
beyond control of the firm. One firm in a competitive industry has
no influence upon the prices of inputs, so if their prices fall as the
industry expands, this is an external economy. Conversely, if input
prices rise as the industry expands, the rise in cost of a firm repre-
sents an external diseconomy. The external factors may work upon
coefficients of production as well as on input prices: for example
the growth of traffic congestion in a community may force a firm
to use more trucks to deliver a given quantity of goods.

'The argument of mathematical note 6 in Appendix B is applicable with
changes of language,
* The slope of the price line is

AB _ _ Ps,
AA -7 Ps
An isocost curve is given by AA - MC, + AB - MC, = 0, or
AB _  MC.
AA MC,
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Cost Curves for Industry-wide

Output Changes

"VThe cost curves of a firm presented in Chapters 7 and 8 were
constructed on the assumption that the firm has no influence upon
the prices of the factors of production it uses.® Under competition
this is of course (by definition) the proper assumption. But when all
the firms in a competitive industry simultaneously increase or de-
creasé output, their aggregate effect is often to change the prices
of inputs. Since we are normally interested much more in the be-
havior of the industry than of the firm, it is desirable to have cost
curves which take account of the_impact of the industry’s rate of
output on input prices. T
- The direct method of dealing with this dependence of the costs
of one firm on the rate of output of the industry is to draw a differ-
ent cost curve for the firm for each possible price of productive
services. For example, when the price of the product is 04 and
the output of the firm 0T, the price of raw materials may be $1
a pound, and the firm’s marginal cost curve M; (Figure 9-2). When
the price of the product is 0B and the output of the firm OR, the
price of the raw material may be $2 and the marginal cost curve
of the firm M,. Let us join points like 7, and T, (and the innumer-
able other points we could find for other prices of the raw material)
and label the curve M. Then M, and M, are the type of cost curves
derived in preceding chapters, and M is the type of cost curve
which we wish to employ in many areas. The distinction between
the two types of marginal cost curves is clear:

M, (or M,) is the marginal cost curve when the prices of productive
‘services are constant. '

M is the marginal cost curve when all firms in the industry are varying
their rate of operation so marginal cost equals price.

Let ué call the latter type of curve marginal cost for industry-wide
changes. We argued that marginal cost curves of type M, have
a positive slope under competition in both short and long run. If

*Implicitly it was also assumed that variations in the industry’s output
did not affect the coefficients of production. Exactly the same technique which
will be presented to include the effects of changes in input prices on the
cost curves will also take account of changes in production coefficients.

External Economies 167

this is true, marginal cost curves for industry-wide changes will
also have positive slopes unless, when the industry expands, the
prices of productive services fall, in which case these curves may
(not must) have a negative slope (we discuss this case later).

It should be kept in mind that curves of type M,, which might
be called marginal costs for single-firm changes, are the only type
P l .

M

0 r R Q@
Figure 9-2 '

that the entrepreneur can individually move along: he cannot con-
trol the rate of output of the industry and thus the prices of produc-
tive services. The type M curves display the combined effects of
the entrepreneur’s selection of minimum-cost combinations of inputs
(portrayed by M,) and the repercussions on the firm of profit-maxi-
mizing behavior of other firms in the industry, over which the entre-
preneur has no control. In this sense the type M curves are short-
hand methods of describing the whole array of possible marginal
cost curves of the firm (corresponding to all possible prices of pro-
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;.iuctive services), for they pick out the points (like T, and T,)
which are relevant to industry-wide changes.

‘The Functions of the Firm

" ., The number of processes to which a raw material is subjected

in its transformation into a finished consumer commodity is in-
determinably large. We may, -for example, distinguish the making
of flour and the baking of bread, or we may distinguish the greasing
of pans, the kneading of dough, or the lighting of ovens. The ques-
tion arises: how are these functions divided up among firms? What
determines whether retailing will be undertaken by manufacturers,
or ore mining by steel companies, or credit extension by doctors?

A part of the answer lies in the technology employed. If letters
are prepared on a typewriter, it would be extremely inconvenient
to subcontract out the typing of the vowels. If an ingot must be
reheated to be rolled, it is obviously more economical for the ﬁrm
that cast the ingot to roll it while it is still hot.

But technology is usually not peremptory: there is often wide
scope for variety in the ways productive processes are performed.
The publisher of a book need not (and seldom does) print it; the
printer seldom binds the book. Then a famous theorem of Adam
Smith comes to our rescue: the division of labor is limited by the
extent of the market.* Smith pointed out that small villages could
not support highly specialized occupations, but that large cities
could:

In the lone houses and very small villages which are scattered about in
so desert a country as the Highlands of Scotland, every farmer must be
butcher, baker and brewer for his own family. In such situations we ean
scarce expect to find even a smith, a carpenter, or a mason, within less
than twenty miles of another of the same trade. The scattered families
that live at eight or ten miles distance from the nearest of them, must
learn to perform themselves a great number of little pieces of work, for
which, in more populous countries, they would call in the assistance of
those workmen. Country workmen are almost every where obliged to apply
themselves to all the different branches of industry that have so much
affinity to one another as to be employed about the same sort of materials.

A country carpenter deals in every sort of work that is made of wood:

* The Wealth of Nations (New York: Modern Library ed., 1937), pp. 17-21.
I earnestly recommend that all of this book except p. 720 be read.
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a country smith in every sort of work that is made of iron. The former
is not only a carpenter, but a joiner, a cabinet maker, and even a carver
in wood, as well as a wheelwright, a ploughwright, a cart and waggon
maker. The employments of the latter are still more various. It is impossi-
ble there should be such a trade as even that of a nailer in the remote
and inland parts of the Highlands of Scotland. Such a workman at the
rate of a thousand nails a day, and three hundred working days in the
year, will make three hundred thousand nails in the year. But in such
a situation it would be impossible to dispose.of one thousand, that is,
of one day’s work in the year,

The gains from specialization operate in the same manner in a
modern industrial society. As an industry grows, more and more
activities are performed on a sufficient scale to permit firms to
specialize in their full time performances: the making, and repair-
ing, of machinery, the designing of plants, the testing of products,
the recruiting of labor, the packaging of products, the collection
of information on supplies, markets, and prices, the holding of trade
fairs, research on technical problems, and so forth.

We may illustrate this development geometrically. Suppose the
firm engages in three processes: processing raw materials (Y,), as-
sembling the product (Y,), and selling the product (Y,). For sim-
plicity, assume that the cost of each function is independent of the
rate of the other processes, and that the output of each process
is proportional to the output of the final product.® The average
cost of each function is shown separately, and the combined costs
are the average cost of output for the firm (Figure 9-3). As we

- have drawn the figure, process Y, is subject to increasing returns,

process Y, is subject to decreasing returns, and process Y, is subject
first to increasing and then to decreasing returns. This situation
may be perfectly stable in spite of the fact that the firm is per-
forming function Y, at less than the most efficient rate and Y, at
more than the most efficient rate.

As the industry’s output grows, the firms will seek to delegate
decreasing and increasing.cost functions to independent (auxiliary)

*This second assumption allows us to measure all processes along one
axis; it has no effect on the argument.

'If the firm is a monopoly, it cannot specialize in process ¥, and sell
to other firms. It would be cheaper to buy Y, from several other firms
than undertake it subject to decreasing returns, but if the costs of the other
processes would be higher if ¥; were not performed (contrary to the simplify-
ing assumption in the text), ¥, cannot be delegated.
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industries. For example, when one component is made on a small
geale it may be unprofitable to employ specialized machines and
labor; when the industry grows, the individual firms will cease
making this component on a small scale and a new firm will special-
ige in its production on a large scale. Thus, when the firm buys

P

AC

Figure 9-3

Y, at price 04, its average costs fall to the broken curves shown
in Figure 9-3. Conversely, the firms will make only a part of the
processes (Y,) subject to increasing cost, and buy the remainder
from independent firms.

A related explanation of the division of functions among firms
is that those activities will be undertaken by a firm which are
cheaper to administer internally than to purchase in the market.
The transactions between firms are not free: there are costs at-
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tached to searching for prices, closing contracts, collecting
payments, and so on.” Of course the coordination of activities within
the firm is also not free: men and machines must be assigned tasks
in an efficient manner and supervised to ensure that the efficient
plan is followed. When a firm supplies only a part of its needs
for some process (curve Y, in Figure 9-3) the rising costs of internal
coordination are in fact the basic explanation for partial recourse
to purchase. The cheaper market transactions become (due to im-
proved knowledge of prices and greater security of contracts) the
greater will be the comparative role of market coordination—firms
will become more specialized.

Some external economies depend less on the growth of the indus-
try than on that of the entire industrial system. As the economy
grows, it becomes possible to establish a much more complete trans-
portation system, a complex of types of banks and other financial
institutions catering to specialized needs, an educational system
that can train highly specialized personnel, and so on. These external
economies are perhaps the decisive reason that the law of diminish-
ing returns does not hold for an entire economy; it is highly proba-
ble that the American economy would be less productive if it were
smaller. "

FINITE PRODUCTION RUNS

The traditional laws of production are oriented to the problem
of infinitely continued production: the farm. will grow wheat this
year, next year, and so on indefinitely. Many production decisions,
however, involve a given volume or period of production. For ex-

ample, the firm is to print 10,000 copies of & book, or produce 300

planes of a certain type; or, in the event of a fixed period, it is
to supply (at a fixed annual rate) some item for 2 or 5 years.

The traditional theory does not directly cope with production for
a finite run. For this theory is based upon continuous, unending
flows of productive services, and under this condition it is a matter
of minor detail whether the productive resources which yield the
flows are durable or perishable: in either case they will be replaced
when necessary. If the farm is to produce for only 10 years, how-

*See R. Coase, “The Nature of the Firm,” Econdmica (1937) ; reprinted
in Stigler and Boulding (eds.), Readings in Price Theory.
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ever, and then be abandoned, it is clearly more efficient to use up
the natural fertility of the soil than to maintain it. If only 5 units
of a product are to be made, less specialized or less durable ma-
chinery will be used than if 500 units are to be made.

In the case of finite production runs, a theory of costs of great
interest has been devised by Armen Alchian.? His analysis rests
on the variation of total output (volume = V), the rate of produc-
tion per period (g), and number of periods over which the item will
be produced (m); in the simplest case these variables are connected
by the equation, V = mq. Alchian has proposed a series of proposi-
tions concerning the behavior of total cost of the volume to be pro-
duced, of which the following are the most important:

" 1, The average and marginal cost per unit of total volume decreases
as the total volume increases, holding the rate of production per unit of
time constant.

Let the cost of a given total volume be the sum of discounted
future expenditures. Then the proposition may be illustrated by the
printing of & given book: once the plates have been made, addi-
tional copies (a given number per period) can be struck off at a
relatively constant additional cost. The total cost (ignoring inter-
est) will be approximately

Composition Costs 4 Number of Copies )X Printing Costs per Copy
80 the average cost will be

Composition Costs
Number of Copies

+ Printing Costs per Copy,

which decreases as the number of copies printed increases. There
are usually some producers’ goods which partake of the nature of
stamping dies. In addition there are economies from “learning”: as
the length of the production run is extended (as it must be if V
increases but g is held constant)—a variety of economies are un-
covered by experience.

\/ 2. The marginal cost of output rises with the rate of output if volume
is held constant.

84Costs and Outputs,” in The Allocation of Economic Resources (Palo
Alto, Calif.: Stanford University Press, 1959); see also J. Hirshleifer, “The
Firm’s Cost Function: A Successful Reconstruction?” Journal of Business
(July 1962).
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If total volume is held constant, an increase in the rate of output
per period implies a shortening of the number of production periods,
so the proposition asserts that it is cheaper to produce a given num-
ber of units in (say) 4 years than in 3 years. This proposition
is essentially an assertion of diminishing returns.

These marginal cost curves are illustrated in Figure 9-4. The
marginal cost of volume is of special interest—it is the theoretical

: Marginal Cost of ¢
(V constant)
w
o
<
-
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o
(]
Marginal Cost of V
{ g constant)
0
Vorg
Figure 9-4

explanation for the almost universally observed phenomenon of
quantity discounts. Whether we look at aggregate volume—the
cost of a book of which 1,000 or 100,000 copies are printed—or
at the size of an individual transaction—it costs less per copy to
sell five copies than one—we find strong confirmation of the effects
of volume on cost.

The relationship of marginal costs to aggregate volume has spe-
cial relevance to the introduction of new commodities. These new
commodities fall in price more rapidly through time than do the
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_prices. of established goods, and the more rapid fall is due to the
" large increase in volume. Once the production of the commodity

has achieved a substantial scale, these economies are exhausted and
the traditional cost curves of infinite production runs become

appropriate. .
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PROBLEMS

1. An industry produces A and B in fixed proportions (14 with 3B).
Average cost is constant at $5 for 14 + 3B. The demand functions are:

=48 — T,
Ps = 48 10

=60 — 2.
s = 60 3

Determine outputs and prices in long run equilibrium (assuming competi-
tion). Compare the effects of a tax of 3 on 4 and $1 on B.

9. Let total costs of producing A and B be
o A A B B AB
o C=0+3+p+5+*m+T0
What is the marginal cost of 10 units of B when A = 20?

‘3. Construct the marginal cost curve for industry-wide changes from
the production function in Table 7-1, the costs in Table 7-4, and the
information that the price of the variable service is related to the purchases
of the industry by the equation, p. = $3 + Q./500 and there are 100 firms.
The marginal costs in Table 74 are then valid when the price is $5, the
purchases of Qv are 1000, and the output of the industry is 8600.
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4. (Due to A. C. Harberger.) Product X is produced by two factors
of production, A and B. These factors must be used in fixed proportions,
according to the recipe: 14 + 1B produces 1X. The industry is competi-
tive. Factor A has no use outside the industry, while factor B is so widely
used outside the industry that the price of a unit of B is not influenced
by variations in output in the X industry. The price of B is $1. There
are 1000 units of factor A, all of which are available at any price above
$0.50, none of which are available at a price below $0.50. The demand
curve for product X is XP. = $2500. s

(2) What will be the equilibrium price and quantity of X ?

(b) What will be the equilibrium price of factor A? of factor B?

(c) Suppose an excise tax of 20 per cent of the price to the consumer
is imposed. What will be the price of X paid by the consumer? What
will be the price received by the producer? How much X will be pro-
duced ? What will be the price of factor A? of factor B?

(d) Suppose that a monopolist takes over industry X, and that he is
assured that no entry will take place and no government will interfere
with his operations, so long as he charges a single price for all the units
of X he in fact delivers. What will be the price set by this monopolist?
What will be the output of commedity X? What will be the price of
factor A? of factor B?
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The Génel? | Theory of
Competitive Prices

Everyone knows that prices are set by supply and demand. A
much smaller group, but one including careful readers of the pre-
ceding pages, knows what factors govern supply and demand. Our
task is to gather these pieces of analysis and fit them into a general
picture of the workings of competitive markets.

THE GENERAL PRINCIPLE

A competitive market must fulfill certain conditions if it is to
be in equilibrium:
1. Each firm must be operating at the output which it deems

most appropriate to the conditions of cost and demand. .
2. The total quantity all firms wish to sell at the market price

must equal the total quantity all buyers wish to purchase.

When these conditions are fulfilled, the price will be an equilibrium
price—that is, it will have no tendency to change until supply or
demand conditions change.

The first condition—an appropriate output of each firm—is in

turn fulfilled when two conditions are met:

1. Each firm is in the industry which yields it largest profits.
" 9, Each firm is operating at the output where marginal cos:t
equals price, which is the output which maximizes profits in this

industry.

Quite clearly we are judging the “appropriateness” of an entrepre-
neur’s decisions by whether they maximize his profits.
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The extent to which the entrepreneurial behavior c¢an be
explained by efforts to maximize profits is a celebrated debating
ground for economists.' We shall nevertheless use this assumption
without extensive defense, and on two grounds. First, and most im-
portant, it yields a vast number of testable conclusions, and by
and large these conclusions agree with observation. Second, no other
well-defined goals have yet been developed and given empirical
support.

These conditions of competitive equilibrium are readily trans-
lated into a diagram (Figure 10-1). For the firm the demand curve
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Figure 10-1

is a horizontal line, by our definition of competition that the firm
be sufficiently small relative to the industry so variations in its
output have a negligible influence on price. We may pause to notice
that if our demand curve refers to this month (we shall soon look
closely at the time dimensions), then the demand curve of the firm
will be independent of next month’s demand. Even if an unusually

!Even business men do not like this formulation. In one field study, when
they were asked whether they maximized profits, they indignantly rejected
the suggestion and pointed out that they were sincerely religious, public-
spirited, and 8o on—as if these traits were inconsistent with profit-maximizing.
But when the question was reformulated as: would a higher or lower price
of the product yield larger profits?, the answer was, usually, no.
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. high price this month will lead to a reduction in industry demand
next month, the individual firm cannot influence next month’s price
(say, by selling more cheaply now). Hence the demand curve of
a competitive firm is independent of future conditions. Later we
shall see that this is not true under monopoly.

The firm will operate at the output where its marginal cost curve
intersects the demand curve. If we are examining (as we usually
shall) forces that impinge on all-firms in the industry, the marginal

. eost curve should be that which incorporates the effects of external
economies—what we call the marginal cost for industry-wide
changes (see pp. 166f.)? The firm operates at output Ot if price is
04, and at Or if price is 0B. The marginal cost curve thus traces

out the firm’s supply curve.
If_we sum_hori : inal cost curves of the firms,
hwe trace out the supply schedule of the industry (curve S). If there
are 100 identical fifinis, then 0T = 1000, and similarly for other
outputs. The industry demand curve, D, is of course a conventional
negative-sloping curve. The intersection of S and D establishes the
equilibrium price. ,

This becomingly simple apparatus contains the essence of the the-
ory of competitive prices. We can, and shall, clutter up the exposi-
tion in taking account of time periods, and of the entry and exit
of firms from an industry, but the essence of the analysis will not

change.

Two Normative Properties

Competitive prices are widely admired: by customers, for they
connote the absence of monopoly power; by lawyers, since the anti-
trust laws are designed.to achieve competition; and by economists.
The economic advantages of a competitive price are two.

First, the division of output among firms is efficient in the sense
that with no other division would the same output be so cheap
to produce. Consider two firms which were not in competitive equi-
librium (Figure 10-2). Firm 1 is operating at output 0b, firm 2

*1f a force were to impinge on only this one ﬁrrp (say a tax on only
this firm, or only this firm introducing a technological |mprover'nent) we
should of course use the marginal cost curve for single firm changes in output.
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at output Od. Clearly competitive equilibrium is lacking because
the firms are not selling at the same price. If we reduced the output
of firm 1 by ab, its costs would fall by abmn. If we increased the
output of firm 2 by cd (= ab), its costs would rise by cdsr. Clearly
the costs of firm 1 would fall by more than those of firm 2 rose
so total costs of the two firms would decline for the given total,

P

0 e b d ¢ 0
Figure 10-2

output. In competitive equilibrium margirial costs of all firms are
equal, and thus no reduction in total costs would be possible by
reshuffling output among firms.

Second, the output of the industry is “correct.” The price is such
that marginal cost equals price. The price is, for each consumer
the measure of the importance of an increment of the commodity—s;
demand price of $2 is implicitly a statement by each consumer that
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a marginal unit of this commodity yields $2 of utility.® The margi-
nal cost is the value (= alternative cost) of the resources necessary
to produce a marginal unit. If price exceeded marginal cost (as
it will be shown to do under monopoly), then consumers would gain
by expanding output: a product worth about $2 is obtained by
sacrificing the smaller alternative product (= marginal cost).* The
gain from expanding output would persist until price had fallen
to marginal cost.

These felicitous properties of competition are the basis for using
competition as an ideal. But it is a limited ideal, quite aside from
a qualification for decreasing cost industries to be discussed shortly.

The ideal takes the distribution of income for granted, and if this

distribution is unsatisfactory to a person, he may accept as ideal
only that competitive equilibrium which rules with a satisfactory
distribution of income. The ideal also takes consumers’ desires for
granted, and if a person disapproves of consumers’ choices (and
of their right to make their own choices), the competitive solution
is again objectionable.

In fact almost everyone will make both of these criticisms of
competition on occasion. No one believes that a destitute family
should starve (income distribution) or that a consumer should be
allowed to feed poison to his family (consumer sovereignty). Yet
in a society where there is tolerable acquiescence in the existing
income distribution, and consumers are believed to have a right
to much freedom of choice, these normative properties are of great
importance.

Y

THE LONG AND THE SHORT RUN

Marginal cost is defined as the increment in total cost divided
by the increment in output with which it is associated. Hence we
shall have as many marginal costs for a given increment of output

3 Reeall that at equilibrium,
" P. MU.

P, = MU, .
and if we call all commodities other than 4 money income (B), s0 P, = 1 (the
price of a dollar is 1 dollar),

Po £ e s
M Ulneom .
‘We say “about $2” because as output expands, the demand price falls,
and with continuous demand curves even a one-unit increase in output leads
to a small fall in price—perhaps from $2.00 to $1.99989.
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as there are relevant ways of producing this increment. If the firm
operates its plant overtime its marginal costs will be governed by
the additional wages, materials, power, and so forth. If the firm
expands its plant, marginal costs will also include interest on the
additional investment and appropriate depreciation charges.® If a
new plant is constructed, marginal cost may include the salary of
a new superintendent, etc.

The firm will normally handle short run fluctuations in output
by varying its rate of operation of the existing plant (and by hold-
ing inventories). Investments in durable assets will be made on the
basis of more persistent changes in output. We call the short run
the period within which the firm does not make important changes
in its more durable factors (“plant”), and the long run the period
within which the size (and existence) of plants is freely variable.
Clearly the short run is of no interest if a firm can quickly increase
and decrease all inputs, and it is basically an empirical judgment
that in general there will be important resources which eannot be
worn out or built in (say) a year. The long run may also be longer
for contractions than for expansions, or vice-versa.

The short-run marginal cost curve of a firm will rise more rapidly
than the long-run marginal cost, because the law of diminishing
returns will hold more strongly, the more inputs are held constant.
Both curves (for single firm changes) must rise with output in the
effective region if competition is to exist—if marginal cost fell with
output but selling price did not (and it does not under competition),
profits would increase indefinitely with increases in output and the
firm would acquire a significant control over price. But marginal
cost curves for industry-wide changes, which incorporate effects of
external economies, may either rise or fall with output. -

The Firm and the Industry :
The _industry’s long-run supply curve, like its short-run curve, “

is the sum of the marginal cost curves of the firms in the industry.
Its slope will therefore be governed by two Tactors:

°If the additional plant were to be used for only one year (even though it
might last 10 years with care), the appropriate depreciation rate is 100 per
cent. If the additional output is to be produced indefinitely, only a fraction
(1/10 by the now unpopular straight-line depreciation formula; 10/(1 4-

+ + + 4 10) = 10/55 by the sum-of-digit formula) should be charged off the
first year,
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. 1. The slope of the long-run marginal cost curve of each firm

(for industry-wide changes).
2. The price at which firms enter or leave the industry.

We have nothing to add on the first score: the firm will operate
somewhere on its long-run marginal cost curve.®

The price above which firms will enter the industry, or below
which they will leave, can be different for every firm (existing or
potential) in the economy. It will take a higher price of aluminum
pots and pans to attract a firm from cotton textiles than a firm
from aluminum toys because the former firm’s familiarity with the
basic technology is less. It may take a lower price of trucks to
attract a firm from agricultural implements than one from the
hand tool industries because the large ecapital requirements are
easier for the former firm to meet. It will take a higher price to
attract a bachelor than a married couple into the corner grocery
industry, because the latter has a captive labor supply.

The number and versatility of existing firms is so large, relative
to the number in any one industry, that one would generally expect
the number of entrants to increase rapidly as the price of the indus-
try’s product rose. Only if the industry employed specialized re-
sources (say, a special kind of land) or if (what is ruled out under
competition) there are barriers to entry would one generally expect
numbers of entrants to be unresponsive to price in the long run.
*'The empirical evidence suggests that in fact a large part of the
increases in output of a growing industry come from the existing
firms.” Our geometry tells us that the existing firms will produce
this additional output only if the long-run marginal costs of existing
firms do not rise with output. This line of analysis therefore sug-
gests that the long-run marginal costs in most industries (for sin-
gle-firm changes) are relatively flat.

¢One minor point may be noted. If the marginal

cost curve for industry-wide changes falls with output, e
the firm will still operate where this marginal cost See
equals price. The individual firm never has a choice of Chonges
where to operate on the curve for industry-wide »

changes, but the curve for single firm output chqnges p
leads to this output. The accompanying graph illus- ) bty e Qo

trates the point. . ) oo . )
*For manufacturing industries some evidence is given in my Capilal and

Rates of Return in Manufacturing Industries (New York: National Bureau
of Economic Research, 1963), pp. 31-34.

/
/
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The Quicksilver Character of
Competitive Industries ‘

A large amount of effort is devoted to assisti ‘ i
p.etit.ive industries. The assistance may be a prgfez:i\l'): ﬁi?f’fnics(::g:
s1dy., or some free governmental service. The burden may b:e a tax
8 minimum wage, or a compulsory industrial safety device. Usually,
it is believed that the firms in the industry will reap the gain or
bear the burden of the measure, at least in part. This belief is usu-
ally correct, but only temporarily.

SRMC (After Tax)

'SRMC (Before Tax) S

(a) . (b)
Figure 10-3

7

Consider a firm with the long- and short-run costs di i
panel A of I?igure 10-3, and selling its product at p:?flag;’(.i iifl
a tax is now ml.posed on each firm, its costs may rise as indicated
tl‘he price will rise by a smaller amount than the tax if the detﬁand.
is not .comple,tely inelastic (see panel B). Marginal losses of AB
per unit of output will be incurred by the firms. With the passage
of time resources will leave the industry because they can earn agn
amount elsewhere equal to their long-run marginal cost to this in-
dustry. E.ventually the short-run marginal cost curves (and with
them, their sum, the industry’s short-run supply curve) will shift
to the left enough to raise price to long-run marginal cost. The
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contraction of output of a plant will be to some output larger than
TC, because price will rise above OT as the number of firms de-
clines. The firms will again be earning a competitive rate of return.
The analysis of a subsidy is completely symmetrical.

Only short-run gains or losses, therefore, can be given to the firms
in a competitive industry. These gains may of course be large: if
durable assets without alternative uses have on average a remaining
life of 6 years, a firm may gain 3 or 4 years’ return if the policy
prevents the contraction of the industry,? or if it takes 3 years to
build & new plant, extra gains may persist this long. -

Even these temporary gains or losses will not be incurred, how-
ever, if the developments are fully anticipated. If the tax is antici-
pated, investment will have fallen appropriately by the time it is
imposed. Similarly, if a tariff is expected, the industry’s investment
will have risen to where only a competitive rate of return is ob-
tained when the tariff is imposed.

There is one group who may reap permanent gains or losses from
policies designed to help or burden an industry: the owners of spe-
cialized resources. They will not have alternative uses for their re-
sources, so their returns will vary directly with industry output.
Thus the permanent beneficiaries of a subsidy on zinc will be the
owners of zinc mines; the permanent losers from rent ceilings will
be landowners. :

Is the Output of Decreasing Cost
Industries Optimal?

We have said that a competitive industry has an optimal out-
put—when marginal cost equals price, resources are satisfying mar-
ginal demands in this industry as important as these same resources
could satisfy elsewhere. Decreasing cost industries, however, pose
a special problem.

Consider the long run cost curves for single-firm changes, LMC,
and LAC, in Figure 10-4. Let us begin with a price of $10, and an
output of the firm of 1,000 units per week. Average costs are $9.60,
and the “profit” of 1,000 X $0.40 = $400 is the payment to the en-

* The duration of the short-run gains will depend upon how much the jndus—
try would have to contract, as well as how fast it would contract, in the
abgence of the favoring legislation.
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trepreneur for his scarce services.® T i

000 % 9,60 - 9,600, otal' costs of production are
) If now demand increases and price rises, the firm’s output will
rise to (say) 1,400 units. Since this is a decreasing cost industry
some inputs fall in price and the cost curves for single firm changes,

P
LMC,
10.2{ .
I00f———== LMc,
98—~ LAC)
96k ———= v LMC, for Industry-wide
94l — = — LAC, Changes
92} - —~LAC, for Industry-wide
9.0 ] Changes
88} |
: | SMC (Social Marginal Cost)
| |
I |
: I
Lo
l |
) ¢ | ] 0
1000 1400

Figure 10-4

S!'lift downward to LAC, and LMC,. The price in the new equilib-
rium, we assume, is $9.80 and the average costs $9.40. (The long-
run marginal cost for industry-wide changes is also presented as
the locus of intersections of the various marginal costs with de-

*If this type of entrepreneurial service were

. ) L not scarce, th

sufficiently many firms in the industry, each operating at 1,000 iﬁtw,f,“'d. bel
and average cost would be equal. e argina
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mand.) Total costs are now 1,400 X 9.40 = $13,160. Hence the
marginal cost of output (for industry-wide changes) is

$13,160 — $9,600 _
1400 — 1000 >0

From the social viewpoint, it would be desirable for the industry
to expand because price ($9.80) is in excess of marginal cost. No
one firm will find this expansion feasible because when it expands
output alone, it receives only 1/n of the reduction in input prices
that results from the rise in output—the remainder goes to the other
(n — 1) firms.

Decreasing cost industries therefore operate at too small an out-
put. The extent of the departure from a socially optimal output
will depend upon the rate of fall of input prices; or more generally,
on the extent of the external economies.

Tt might be, and in fact has been, argued that by a symmetrical
argument increasing cost industries will be too large. It is true that
when the firm buys more of an input subject to rising supply price,
it will ignore the resulting rise in its price because this rise will
be borne by the other firms. The arithmetic is indeed strictly
parallel: let the supply of the input be

QUANTITY PRICE TOTAL COST . MARGINAL COST
100,000 $10 $1,000,000

) $155,000

110,0 10. 1,155, 20 = 815,
10,000 0.50 155,000 70,000 $15.50

The firm will consider $10.50 to be the marginal cost of the input,
since its purchases do not affect its price.

But the conclusion is false: increasing cost industries are not too
large. The alternative product of the input must be $10.50, when
110,000 units are purchased by this industry, or the input could
not be obtained at this price. The extra $5 is a rent accruing to
the suppliers of the input who had previously received only $10.'°
No product is foregone as a result of this price increase—it is a
transfer payment, ultimately from consumers of the product to
owners of the input. The difference between the decreasing and in-
creasing cost industries is this: the price increases of inputs do not

% Their receipts rise by 100,000 X $0.50 = $50,000 and $50,000/ 10,000 = $5.
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represent foregone products, whereas the price decreases of input,
represent economies in their production on a larger scale )

An Exercise in Analysis

The apparatus of competitive price theory is the staff of life f
the ’economist: he uses it much more often than any othere 01‘
of his knowledge, and it is the basis upon which most of his f p?rt
knowledge is erected. A thorough command of the apparatus it
only ffom using it frequently, but we must be content, herecci"']fls
a partial analysis of a general problem, the effects of prote tv'l ]
of agriculture in an industrial society. s

MC 4c \ 5
Ar- A<=l Mm_N S

A

~

O 03 0 @

&) (b)

Figure 10-5

.

Agricultural industries, both in the United States and elsewhere
are often given assistance by price support programs. A govern-’
fnental agency (the Commodity Credit Corporation is our leading
instrument) will lend at designated prices against the product on
what are called nonrecourse loans (loans which permit no assess-
ment on the farmer if the agency fails to recover the full amount
of the !oan). The program is presumably initiated when the in-
dustry is earning less than the rate of return in other industries
Hence the initial position for a firm and the industry are somethin .
like the situation portrayed in Figure 10-5, A and B, with rici
Po- The support price is set at p,, and it obviously serve; to inci')ea
output and diminish purchases, and to increase consumer exl)eﬁdsie

-

4—___;—-—-_;
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tures if demand is inelastic. In fact the increase in producers’ re-
ceipts will be the sum of :

Increase in consumer expenditures, @ip1 — Qapo,
Governmental loans, (@: — @1)P1.

; In each period of time(say, crop year) the governmental stocks
will rise by (Q.— Q.), assuming there is no entry of new firms
or expansion of existing firms,™ and that costs of production do
not change for a farm. If technological progress lowers costs and
shifts the industry supply curve to &, of course the governmental

Quota S
) MC AC
\' ' / P /
P| — |
5/ D
0 9, 939 g O -0 G5 0 0
(a) (b)

Figure 10-6

i ase more rapidly. Eventually there will be complaints
:?::1(: lgl;zl:th of the gol’»)'emmental .st:ocks (.whether for reasons of
expense or the outrage of some primitive ethical code), ?nd produc-
tion controls will be imposed. The controls may be direct out.pl\:t
quotas for individual farms, or more commonly—because of the
short-run fluctuation of yields due to weathe.r chx?ngez_s—quotz?s on
the acreage devoted to the product.'® The situation is now 1llusli
trated by Figure 10-6, where Qs is the sum of the quotas of a

1 The latter assumption is especially unrealistic, but is made to simplify

the discussion. .

B Gince one input is being fized, but ot
tute other inputs (fertilizer, better seed),
to the reduction in acreage.

hers are free, the farmer will subgti-
o output will not fall in proportion

|
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farms. The annual increase in governmental stocks now decreases
to (Qs — Q:). There is no saving to consumers, but governmental
expenditures fall by (Q. — Qs)p,.

Let us accept without question the desirability of giving the pro-
ducers the increase in income here achieved. This income increase
for a typical farmer is q;(p, — p,) minus the additional costs of
growing the larger quantity (gs — ¢,), which is the area bounded
by po, g5, and MC in Figure 10-6A. The objections to giving this in-
creased income in this manner are

1. Producers are using an unnecessarily large amount of resources
to produce the output:

- (a) Marginal costs will inevitably vary among firms—violating
the optimum property discussed earlier.

(b). If an input is controlled, the substitution of other inputs
will lead to the violation of another optimum condition: that inputs
be used in such proportions that their marginal products are propor-
tional to their social costs. Here too much fertilizer, and not enough
land, will be used. ' .

2. A portion of the output is unnecessary, and is measured by
governmental purchases. Storage costs should be added.

3. The price is above marginal cost (even accepting the combina-
tion of inputs used) so consumers would gain by an expansion of
purchases.?® ,

The first two components represent resources wasted; the third
represents the consumer loss due to an inappropriate composition
of output.

- The same increase in income could be given to the farmers by
other devices: ‘

1. Output quotas could be made sufficiently small to raise prices
and reduce costs the desired amounts. Then component 2 of waste
would be eliminated; the other components of waste would rise.

®They would gain roughly the amount indicated by - #
the shaded area’in the accompanying figure. The
increase in output (Q» — Q) would require resources
which would produce roughly »(Q, — @) worth of %
product elsewhere, which must be foregone. Notice ,
that this is a measure of the utility gain to consumers; °
the money gain (if demand is inelastic) represents
only a transfer from farmers. o4 g 3
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Query: would the price still be p, ¢

2. The government guarantees each producer a price p, but the
market could be allowed to become free, so the price would fall
to p, (Figure 10-6B). This scheme would eliminate the first two
components of waste, but retain the third (with price below mar-
ginal cost).
Query: how much should the guaranteed price be to keep farmers’
incomes constant?™®

3. Prices and output could be freed, and a direct subsidy paid.
Then all components of waste would be eliminated.
Query: is the subsidy now larger or smaller than in case 270

We should notice that this third policy, and in fact all policies,
raise other economic (to say nothing of political) questions. Each
policy implies a different income distribution, immediately for
farmers and consumers, ultimately for everyone through the im-
plicit taxation necessary to finance the policies. The quota systems
will benefit landowners who possess quotas, but not tenant farmers.
The direct subsidy system (policy 3) and the quota systems must
face explicitly the problem of dividing the benefits among farmers;
the subsidized price system (policy 2) need not. All systems except
the subsidy system will yield larger benefits to farmers as tech-
nology improves (and cost curves fall), which may be a factor in
the opposition of farm groups to the direct subsidy plan.

RECOMMENDED READINGS

Knight, F. H., “Cost of Production and Price Over Long and Short
Periods,” Journal of Political Economy, 29 (1921), 304-35; reprinted
in The Ethics of Competition (New York: Harper & Brothers, 1935).

1To keep the questions tolerably manageable, assume that the cost curves
stay put, that is, there is no substitution of other inputs for land. Assume
also that we are interested in “profits”; if ‘some of the farmer’s wage and
interest income must be separated out of the cost curves, the geometry be-
comes complex. Then a farmer's receipts fall by pi(g: — @) at price p,, and
costs fall only by the area bgunded by pe, ¢, and MC in Figure 10-6. Hence
price must rise above 7, to maintain his profits.

% The rise in income from expanding output to g: would exceed the rise
in costs (since MC is less than 1), so the price would fall below p, if
profits were maintained.

“The subsidy is smaller. The costs of the extra produce (gs— gs) which
could be sold only at a price less than marginal cost, need not be incurred.
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Marshall, A., Principles of Economics, London: Macmillan, 1922, Bk. V.
Chs. 1-5. . ' Y

Wicksteed, P. H., The Commonsense of Political Economy, London:
Rutledge & Sons, 1934, Vol. IL, Bk. 3. + London: George

PROBLEMS

1. A general problem in pricing. (This is a summary of a problem con-
structed by the late Henry Simons, in Economics 201 : Materials and Prob-
lems f?r Class Dijscussion, University of Chicago, n.d.)

An industry consisting of 1,000 firms produces a standardized product.
Each firm owns and operates one plant, and no other size of plant can
be built. The variable costs of each firm are identical and are given in
the adjoining table; the fixed costs of each firm are $100.

TOTAL VARIABLE TOTAL VARIABLE
OUTPUT CO8sT ouTPUT CcOosT
1 $10 13 $101
2 19 14 113
3 27 15 126
4 34 16 140
5 40 17 155
6 45 18 171
7 50 19 188
8 56 20 206
9 63 21 225
10 71 22 245
1 80 23 266
12 90 24 288

The industry demand curve is pg = $255,000. Calculate the marginal and
average costs of a firm, and the demand schedule of the industry for
prices from $10 to $20. (See p. 238 for the cost equation.)

PART 1

(a) Draw the supply curve—that is, the sum of the marginal cost
curves—and demand curve of the industry on the same graph (Figure
}). Read off the equilibrium price and quantity. Prove that the answer
is 'correct. by comparing quantities supplied and demanded at (1) a
price $1 higher, (2) a price $1 lower.

(b) Draw the cost and demand curves of the individual firm on the

same graph (F igure 2). Accompany these gra h . R
explanation of their construction. graphs with detailed textual
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PART Il
Congress now unexpectedly imposes a tax of $4 per unit on the manu-
facture of this commodity. The tax becomes effective immediately and
remains in effect indefinitely. Assume (1) no changes in the economic
system other than those attributable to the tax; and (2) none of the
changes due to the tax has any effect on the prices of productive services
used by this industry.

(a) Draw the new supply curve and the demand curve of the industry
(Figure 3). Read off the new equilibrium price.

(b) Draw the new cost curves and demand curve of the individual firm
(Figure 4). Explain the details of the construction of these graphs.

(c) Why can the price not remain as low as $157

(d) Why can the price not rise to and remain at $19?

(e) Precisely what would happen if the price remained for a time at
3167

(f) At precisely what level would the price become temporarily stable?
What does it mean to say this is an equilibrium level?

(g) Suppose the short-run equilibrium price to be $17. How would you
answer the query: “I don’t see why every firm should produce 15
units per day when the price is $17. It would make just as much if it
produced only 14, for the 15 unit adds just as much to expenses as it
adds to revenues.” Precisely what would happen if some firms produced
14 units per day and others 15 units? : .
(h) Would short-run equilibrium be reached at a higher or lower price
(and with larger or smaller output) if the elasticity of demand were
lower (less than unity) ? If it were higher (greater than unity)?

(i) What would happen if demand had an elasticity of zero? An
elasgticity of infinity?

PART 111
As Figure 4 will reveal, the new minimum average cost is $19. The
short-run equilibrium price is $17; hence this industry becomes unat-
tractive as an investment, relative to other industries. As plants are
worn out, therefore, they will not be replaced; plants will be junked
gsooner; and even maintenance will be reduced. To simplify the problem,
we assume: (1) each plant has a life of 1000 weeks; (2) the plants in
the industry are staggered so that, at the time the tax was imposed,
there is one plant 1 week old, one plant 2 weeks old, and so on; and (3)
at the time the tax was imposed, 20 plants were so near completion that
it was impossible to divert them to other uses. These are completed at
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one-week intervals. Hence, for 20 weeks the price will stay at $17, and
then rise gradually as entrepreneurs fail to replace worn-out plants.

(a) What will the situation be at the end of the twenty-fifth week?
(Answer in terms of “greater than” or “less than.”)

(b) When 120 weeks have passed (900 plants left) will the price be
above or below $187 ,

(¢) How many weeks must pass (how many plants must be scrapped)
before the price rises to $18?

(d) Will the output per plant increase or decrease as the number of
plants declines?

(e) When 220 weeks have passed (800 plants left), will the price be
above or below $19? :

(f) How many plants must be scrapped before the price rises precisely
to 3197 ‘

(g) What would the price be if the number of plants declined to 750?
What would be the output per plant? What would happen to the num-
ber of plants?

(h) What happens to the short-run supply curve of the industry as the
number of plants diminishes. Draw, on the same graph (Figure 5§), the
supply curve when there are 1000 firms and 800 firms. Compute elas-
ticities of supply for these two curves at a given price.

(i) How could the process of adjustment, and the final equilibrium, be
different (1) if the elasticity of demand were greater than unity; and
(2) if the elasticity of demand were less than unity? (The significant
points are price, output per plant immediately after the tax is imposed,
and number of plants and total output at the new long-run equilibrium.)

2. The same problem with multiple products. Assume that the cost
schedule in the foregoing table is for outputs of commodity X, and that
for every unit of X, one unit of ¥ is necessarily produced. The demand
curve for X is pg = $170,000, and the demand curve for Y is

p =822 — -lﬁqﬁﬁ
PART I
(a) Verify that the industry is in equilibrium. The marginal costs of
X and Y cannot be calculated separately (p. 162), so the supply curve of
the industry refers to the equal quantities of X and ¥ forthcoming at
any price, Hence draw the demand curves for X and ¥ and add them
vertically to get the price per unit of X plus Y.

(b) Then, for the individual firm, draw the demand curves for X and Y
and their sum against the costs, to find profits,
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° PARTII _ ‘
. A permanent decrease in the demand for X now takes place unex-
" pectedly. The new demand curve is pg = $100,000.
(a) Find the new prices of X and ¥ and the loss per firm.
(b) What would be the effect on short-run prices of a more elastic
demand for X? For ¥'?

PART III _
: Make the same assumptions about plant life and the rate of entry and
exit of firms as in Problem 1.
. (a) What will the prices of X and ¥ be when there are only 800 firms
in the industry ? What will losses per firm be?
- (b) What is the number of firms consistent with the price of X plus the
price ¥ equal to 8157 Is this the long-run equilibrium?
(¢c) If a technical change now permitted the proportions between X
and ¥ to be variable within considerable limits, would you expect the
price of X to rise relative to that of ¥'?

o e e s

chapter eleven

The Theory of Monopoly

Let us now make an abrupt transition from the industry of many
firms to that of one firm. This firm may owe its sheltered existence
to a patent, the fact that it is much more efficient than any small
rival, or to other circumstances which we shall discuss in the next
chapter.

|

MONOPOLY PRICE

A monopolist is no less desirous of proﬁts than a competitive
firm, and is in a somewhat better position to achieve them. The
monopohst. will by definition face the mdustry demand curve, and
take conscious  account of th ice. When
he increases his output, the resulting fall in price will be borne
by himself alone—not, as under competition, almost exclusively by
rivals. Marginal revenue is therefore less than price, and is in fact
given by the equation, ‘

. marginal revenue = P (1 + %).

where y is the elasticity of demand. It follows immediately that
since_no list will willingly operate where marginal revenue
is negative, hggﬁ] never willingly operate where demand is inelastic.

Maximum profits are obtained when an increment of output adds

as muc T 0 cost, that is, at the output where marginal
revenue equals marginal cost. We illustrate ciple in Figure

IT-T, where output will be 0M and price MT'.
195
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Figure 11-1

Monopoly and National Income

The Earl of Lauderdale criticized those writers who said that
a nation’s wealth was the sum of the wealth of its citizens:

The common sense of mankind would revolt at a proposal for augment-
ing the wealth of a nation, by creating a scarcity of any commodity gen-
erally useful and necessary to man. I'or example, let us suppose a country
possessing abundance of the necessaries and conveniencies of life, and uni-
versally accommodated with the purest streams of water—what opinion
would be entertained of the understanding of a man, who, as the means
of increasing the wealth of such a country, should propose to create a
scarcity of water ... ? It is certain, however, that such a projector
would, by this means, succeed in increasing the mass of individual riches.’

' An Inquiry into the Nature and Origin of Public Wealth (Edinburgh:
A. Constable, 1804), pp. 4344.
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Forming a monopoly of water and selling it, however, would lead
to a reduction in national income, the noble Earl to the contrary.
The reply is superficially easy: the income of the monopolist
would rise, but the (real) income of others who must now pay for
water would fall. Yet this sounds like a simple transfer of command
over the community’s output, which would leave aggregate income
unchanged. The reduction of real income would occur because wants
previously satisfied no longer were satisfied, with no corresponding
increase in output elsewhere (in fact a reduction, if resources are
necessary to bottle and guard the water). If we constructed a price
index to deflate money incomes, it would compare the cost of the
bundle of goods produced before monopoly with its cost afterward,
and the rise in this price index would imply a fall in real income.
The cost and demand curves need not be the same for a product

if it is monopohzed as they would be if a competitive industry

" produced it; in fact they will probably differ (more on this shortly).
But if the cost and demand conditions were the same, we could
measure the misallocation of resources which results with monopoly
from Figure T1-1. At the margin, resources necessary to produce
a unit of the product have a marginal cost, and hence an alternative
product, of MN. In this industry however, they produce a product
which consumers value at MT. Hence if output were expanded one
unit, the product added here would exceed the product foregone
elsewhere, and aggregate income would rise by NT. As additional
units were produced, additional but declining gains would be
achieved until marginal cost equalled price. The approximate tri-
angle NTR measures the rise in income that would be achieved
if output were to increase to the competitive level.

THE MONOPOLY DEMAND CURVE

The demand curve of a monopolist must have a negative slope.
If a firm is the only producer of a commodity, and consumers dis-

zlplay normal demand characteristics, the firm can sell more at a

lower price. On Hy_iLthereis at least one other _Qroducer of the iden-

horizontal over a significant range of outpt outputs

/ The slope of the demand-curve will in general depend upon how
/ good the substitutes for the monopolized good are, and how many

v
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substitutes there are. The producer of any commodity is limited
in his price-making power by the availability of other products
which are close substitutes for it. Hence monopoly can arise (in
the absence of collusion among producers) only 1f the product of
the firm is substantially different_from_the products .of- ali-other
firms—that is, if the cross-elasticity of demand for the output of
this. firm with respect to thé price of each:other firm is small. We
should therefore say that the maker of any one brand of furniture
is not a monopolist because, if he raises his prices, consumers will
“ghift to other brands. Whether the maker of nylon is a monopolist
depends upon the extent to which consumers will shift to silk or
rayon if the price of nylon rises relative to the prices of silk and
rayon. The telephone company is definitely a monopoly because
telegrams, letters, bridge parties, and messengers are poor substi-
tutes. If there are only a few producers of the good substitutes,
we call the market structure oligopolistic.

* This raises the question of when the substitutes are good or poor.
Suppose there is only one grocery store at point A, but a road runs
through A, and there are identical rivals on this road at B and
C, and the cross-elasticity of demand for groceries at A with respect
to prices at B or C is 0.05. Then we would say that 4 is a monopo-
"list: he can raise his price 20 per cent and lose only 2 per cent
of his customers to B and C (although he would lose customers
also to other products).? Suppose now that 50 roads run through
A, with two rivals like B and C on each road. Then there are 100
rivals, and with a 20 per cent rise in the price at 4, sales at each
of these other stores will rise 1 per cent—that is, the quantity de-
manded at A will vanish. Hence the power of a firm to set prices
depends upon hoth the closeness of substitutes and_the number of
. substitutes; many producers of poor substitutes may limit the firm
as much as a few good substitutes.

-Although there is no impropriety in calling a firm a monopoly if
its demand curve has an elasticity of —100, there is also little pur-
pose in doing so. The theory of monopoly will only tell us why this
firm’s price exceeds the competitive level by about 1 per cent
[= p(rd5)], and this order of magnitude is not very interesting in

*If the various firms are of equal size, then 7.,, may be taken as about
equal to ns,,. Hence a 20 per cent rise in p, will lead to roughly a 1 per cent
rise in purchases at both B and C, and thus to a fall of only 2 per cent in
purchases at 4. See mathematical note 10 in Appendix B.
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a world where the best measurements of marginal cost have more
than a 1 per cent error. In general we shall wish to think of mono-
poly as involvigg_demang.qumhmh..are.nob.ext.remelyue]astac.

The monopolist’s demand curve will depend upon the conven-
tional determinants: the prices of substitutes and complements, in-
comes, and tastes. Incomes are beyond his control, but the prices
of complements and substitutes are frequently capable of being
influenced. ' '

The entrance of the automobile companies into the finance busi-
ness may illustrate the influencing of complementary prices. The
purchase of an automobile depends upon the cost of credit as well
as upon the price of the automobile, and in fact for buyers on credit
the relationship is additive (down payments aside): the same in-
crease in sales can be achieved by reducing the price of the car,
or the cost of credit, by $10. If credit is supplied competitively,

) there is no profit in reducing its price further, but if it is supplied

on monopolistic terms (by dealers), a reduction in price will bene-

\ fit automobile producers. Of course it may be asked why a monop-
oly in ﬁnanging automobile sales would not attract others besides

the automobile manufacturers. The answer may be that entry is

much easier for the manufacturers than for others, since they can
compel the use of their credit facilities by their dealers as part

of the franchise,® or the answer may be that the manufacturers
simply were the first to be attracted by the gains. Indeed the main

] effects of the entry of the automobile finance companies would be
. (1) to redistribute profits between manufacturers and dealers, and
¢ (2) probably to lower credit costs to buyers of automobiles.* When
the typical savings and loan association extends a mortgage, it

writes the property insurance policy through an affiliated agency,

which is a related instance of the exploitation of complementary
deman{s.® a

. .
: Commercial bank_s did eventually enter into this line of finance.
*That the centry will not lead merely to a redistribution of monopoly profits
1 from financing can be shown as follows. For a dealer the rate of return
on sglhng cars will be at the competitive rate (assuming the automobile
ﬁrrp is not engaged also in philanthropy), but his rate of return on financing
} activities whgre he has monopoly power will be above the competitive level
Hence he will sacrifice auto sales to obtain more than g competitive rate
of return from sales of finance, whereas the manufacturer will prefer an cutput
m:xit%ur('e, with more cars and less financing revenue. pu
the insurance agency business is competitive, th i
bination presumably come from the avoidance of se,lling g;:gts from this com-

& *
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* .., Advertising
w 'ty We could have discussed advertising earlier, for it will occur also
- under competition. _Under competition, the main taske of a seller
.. 4fe to inform potential buyers of his existence, his line of goods,
and his prices. Since both sellers and buyers change over time (due
to birth, death, migration), since people forget information once
acquired, and since new products appear, the existence of sellers
must be continually advertised. Price information poses heavy bur-
“dens: a store selling a thousand items would have to advertise per-
haps 10,000 prices a year if it wished to remind people of its prices
and notify them of changes.
- This informational function of advertising must be emphasized
: i,because of a popular and erroneous belief that advertising consists
| chiefly of nonrational (emotional and repetitive) appeals. Even the
i geller of aluminum ingots or 2,000 horsepower engines advertises

mo (and makes extensive use of solicitation through salesmen), al-
: though he is dealing only with' more or less hard-headed
. -\ businessmen.

. "What is true is_that under _competition_the individual firm will
not, attempt to_increase_the_desire_for the product. Even if $1 of
advertising would increase total sales of apples by $5, a single
farmer would obtain only a tiny fraction of the industry’s return,
g0 only a cooperative advertising program would be feasible, A _
monopolist, on_the other hand, would obtain the full returns from

b,ny other productive activities, until the expected returns and costs
of various media are equated at the margin. It is commonly be-
lieved that advertising may first yield increasing, and then decreas-
ing, returns—where we measure the marginal return of a dollar of
advertising by the increase in receipts, holding output constant.

The return from a given advertisement will accrue gradually over
time. Let us assume that the correct amount of advertising for a
firm is $100,000 a year, and that it will reach 20 per cent of poten-
tial customers, who number 200,000. Moreover, assume that each
year 5 per cent of the customers die or move away (and are re-
placed by births or immigrants), or forget the product once they
have learned of it.

. ...-.q..m._m,‘:‘__._,- ——-

——

. emm——— = e
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1. In the first year, 0.20 X 200,000, orA40,000 customers are
informed. '

2. In the second year, :
0.95 X 40,000 old customers are still informed
New customers are 0.05 X 200,000 = 10,000
Previously uninformed customers = 0.95 X 160,000
= 152,000
0.20 X 162,000 uninformed customers

= 38,000

= 32,400
Total informed

3. In the third year,
0.95 X 70,400 old customers are still informed
New customers are again 10,000
Previously uninformed customers = 0.95 X
(200,000 — 70,400), or 123,120
(or, more simply, there are 200,000 — 66,880 =
133,120 uninformed customers)
0.20 X 133,120 uninformed customers

= 70,400

= 66,880

= 26,624

Total informed = 03,504

This process can be continued, to yield the set of numbers of in-
formed customers given in Table 11-1.% In eventual equilibrium,
each year 10,000 new customers enter the market to replace those
who leave, and 5 per cent of 166,667 informed customers (= 8,333)
leave or forget the product. The number of uninformed customers
is 41,667, made up of:

10,000 new customers, who replace

8,333 previously informed customers,

1,667 (= 0.05 X 33,333) previously uninformed customers,
31,667 (= 0.95 X 33,333) previously uninformed customers.

The accumulated advertising capital consists of the value of being
known by 166,667 customers, and depreciates at the rate of 5 per
cent a year. Since this depreciation is exactly offset by new adver-
tising costing $100,000, the capital value of the advertising is
20 X $100,000 or $2 million.

*See my “The Economics of Information,” Joumal of Political Economy
(June 1961). '
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.. If customers turn over or forget quickly, of course the deprecia-
tion rate will be higher and the capital value will be smaller. But
under these conditions larger amounts of advertising will be neces-
sary to reach any given number of customers—so hotels catering
to tourists will advertise more than apartment houses.

The effect of advertising on the elasticity of demand for the prod-

uct is still a matter of conjecture. The primary. purpose of.advertis-
ing is of course to shift the demand curve to_the right and upward.
oy It is often said that the monopolist wishes a less elastic demand

| because he may then raise the price without a large reduction in

Table 11-1

" Number of Customers Informed by a Given Rate of Advertising

YEAR NUMBER

1 40,000

2 70,400

3 93,504

4 111,063
Eventually 166,667

sales. This presumably means that he prefers D; to D, (Figure
1.11:2) ; if so, it is false. Beyond output. T (the monopolist may wish
" to operate beyond T' to maximize profits) D, is a more_profitable___
demand curve because a given quantity can_be sold. for--a-higher
price. For the statement to be valid, one_ must,_restate it: _the mo-__
. ‘nopo]ismﬁl’gﬁé?ﬁiélas'ii'(".' demand_curve. (D;)..to a lower
_elastic demand.curve. (D). This is indeed true, but it is also true

if the words “elastic” and “inelastic” are interchanged or deleted.

F.uturle Effects of Present Prices
We noted that a firm in a competitive industry must ignore the
effects of the industry’s price on future sales because it could not
influence the price. A_monopolist.cannot.ignore such future influ-
.ences, and as a result the distinction between the long run and the
_short, run loses much of its relevance in a regime of monopoly.
Suppose, to be concrete, that the demand curve of a monopolist
this year is given by

gt = 100 — Py
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Figure 11-2

but that the demand curve next year is given by

Ze41 = 100 — poya + 3(30 — py).

This demand curve tells us that one more unit can be sold next
year for every two dollars by which the price falls short of $30
this year. If consumers have delayed responses to prices, as we ar-

g1'1ed above (Chapter 3, p. 26), this sort of demand function is
highly plausible.

The marginal revenue of output in the present year will then
have two components:

1. The current marginal revenue, which may be calculated:
pe = 100 — ¢,
Revenue, = ¢,(100 — ¢,),
MR, = Revenue from (g, + 1) units minus revenue from q: units,

= (g« + 1)(100 — [g. + 1)) — .(100 — q,)
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2. The future marginal revenue from current output (we ignore
discounting) :

Revenuers = qi41{100 — gey1 4+ (30 — [100 — ¢])}

MRy = Revenue next period if (g: + 1) units sold now minus
revenue next period if ¢, units sold now,

1
= Qt+1 (q; —2{— ) - 9:-1-1%'

ignoring terms which do not involve g, or

= o,
2

Hence the full marginal revenue from the sale of an additional unit
this year is 99 — 2q; 4 g:../2. Hence marginal revenue in the
present period will be larger, the larger output is in the next period.

The same sort of phenomenon may arise on the cost side. Suppose,
for example, a reduced output in the present period will lead to
laying off men, and there is a substantial cost in rehiring. Then
the full reduction in costs from a decline in current output will
be less than the saving in wages by the amount of prospective re-
hiring costs:

These effects of the future will almost invariably be to increase
the elasticity of current demand and cost curves."The rational mo-
‘nopolist must recognize the fact that people learn from ‘experience,
and_that present acts therefore have future consequences. Yet this

is often implicitly denied. Thus it is said that large buyers some-
times demand goods on unremunerative terms from small, competi-
tive suppliers on threat of taking all their business elsewhere. As
a single act this is possible, and quite possibly profitable, because
it will pay the supplier to sell at a price above variable costs in
the short run. But in the long run such suppliers will disappear
if they do not earn a competitive rate of return. A monopolist
(called a monopsonist in this buying role) who plays this game
will therefore end up paying more than the competitive price, since
suppliers would demand the equivalent of an insurance premium
against such capricious behavior.
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THE MONOPOLIST’S .COST CURVES:
MONOPSONY

The firm which is the only buyer of a productive service (a mo-
nopsonist) has the same power to control price in buying that a
monopolist has in selling. The buyer will face a rising supply price
(as a rule) and this supply price represents the average cost of

P

Marginal Cost

Supply Price

Demand

0 7 7
Figure 11-3

the productive service to him. The marginal cost will bear the usual
relationship it has to an average, so MC = p(l 4 1/4) where
now 7 is the elasticity of supply. If we postulate also a demand
curve by the monopsonist (it is analyzed in Chapter 14), he will
buy that quantity which equates marginal cost and demané price
We illustrate this monopsony situation in Figure 11-3. The qua.n-
tity purchased will be OR, and the price paid to the suppliers RS.
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The triangular shape, STC, will be a measure of the social loss
arising because the resources are producing more valuable products
here than in their alternative uses. The analogy to monopoly pricing
is complete, and it is true in general that the formal analysis of
monopoly ‘power in buying is symmetrical with that of monopoly
power in selling. '
If a monopolist has any power on the buying side, he will be
led to combine resources in different proportions from those which
Ca competitive industry would use, and hence his cost curves will
differ from those of a competitive industry.” He will in fact combine
inputs 4 and B in such proportions that

Marginal Product of A _ Marginal Product of B,
Marginal Cost of A ~  Marginal Cost of B

This condition for minimum cost has the same meaning that it had
under competition: the marginal product divided by marginal cost
is the additional product obtained by spending one more dollar on

N/ 8an input, and clearly if one input yields more per dollar at the

margin than another, costs are not being minimized.

The monopsonist will substitute inputs whose prices rise slowly
(whose supplies are elastic) for those whose prices rise more rapidly
‘with quantity.® Ihg;efore..if__.l1is,produation,.gfunc_tion is the same
as that which a competitive industry would have,? his average costs

@ﬁﬁéﬂnfdijtphts'ﬁbﬁla be less than those of the competitive indus-
__try. But as Figure 11-3 suggests, this “economy” is actually a waste
from the economy’s viewpoint.

Care must be taken, by both monopsonists and students, to know
what supply curve they are dealing with. If a monopsonist buys
from a competitive industry, in the short run the industry’s supply
curve (= sum of marginal costs) will have a positive slope because
of diminishing returns. If a monopsonist should calculate a curve
marginal to the firms’ marginal costs, on average he will buy at

* Of course the comparison is with competitive cost curves for industry-wide
changes—the only kind of cost curve a monopolist has.

* The marginal cost of a productive service to a monopsonist is p(1 4+ [1/2.1),
where p is the price of the service and #. is its elasticity of supply. The
monopsonist therefore uses relatively more of resources with more elastic
supplies.

. *In general it will differ because of economies or diseconomies of company
size.

1
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such prices as will impose losses on suppliers and in the long run
enough firms will depart to force remunerative prices on him.
Hence he has only short run monopsonistic power in this situation,
_and should use it only_if he plans_fo contrdet. his“own_scale. If
the competitive industry’s long-run supply curve rises because of
rising input prices, however, he will take account of his indirect
influence on input prices by calculating a marginal cost of the in-

dustry’s product which is marginal to the industry’s supply curve.

BILATERAL MONOPOLY

_Bilateral monopoly arises when a monopolistic seller deals_with
_a monopsonistic buyér. Tt would be pleasant to mention several im-
portant examples of this market structure, but its theory will serve
to explain why it is seldom encountered (except in labor markets).
Suppose a monopolist has the marginal cost curve C (Figure
11-4). Then at fixed prices he would supply quantities indicated
by this curve so it may be termed the average cost curve to
the buyer, and then C” is the marginal cost of the commodit‘y‘
to the buyer. The monopsonist’s marginal revenue product curve
is R, and since he would purchase quantities on this curve for fixed
prices, it is the ‘average revenue curve to the seller, and R’ is the
marginal revenue curve to the seller. The monopolist would maxi-
mize profits by operating at output 04, and price AB, where his
marginal cost (C) equals his marginal revenue (R’). The monop-
sonist would maximize profits by operating at output 0G and price
GD, for here his marginal cost (C’) equals his marginal revenue
product (R). The objectives are inconsistent, so price under bilat-
eral monopoly is said to be indeterminate.

Indeterminacy has a special meaning: the conditions of cost and
demand are not sufficient to determine the price and quantity. Ob-
viously if we look back at any year, there will have been a definite
quantity and a definite price, but they will have been determined
by factors outside the traditional theory: skill in negotiation; pub-
lic opinion; coin flipping; a wise marriage. To say that a situation
is indeterminate is a refined way of saying that it is not fully
understood.

Joint profits of the two firms would be combined if they did not
seek to exploit one another—that is, if they were content to exploit
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is clearly discriminating. However, if it charges the same tuition
for two classes whose costs per student differ by say §5, we should
not call it discrimination because it would undoubtedly cost more
" than $5 to have separate fees for the two classes.

Conditions for Discrimination

* The basic requirements for price discrimination are that there
are two or more identifiable classes of buyers whose elasticities of
demand for the product differ appreciably, and that they can be
separated at a reasonable cost. ' ‘

The demands of different buyers will be governed by the factors
discussed in Chapter 3. Their elasticities may vary with

" 1. Income, as in the demand for medical care.

2. Availability of substitutes, as in the use of aluminum for cans
facing great competition from tin plate and glass whereas aluminum
in aircraft does not have good substitutes.

3. As a special case of substitutes, there may be rivals in one
market (say, foreign) but not in the other (domestic).

4. Tastes, as when some buyers are eager to get early access to
the commodity (a first run movie). :

The form of discrimination is often more subtle than these exam-
ples might suggest. It has been common, for example, to lease rather
than sell certain kinds of machinery, although the practice is declin-
ing somewhat due to antitrust convictions. When shoe machinery
was leased, the basic charge was so many cents per pair of shoes
processed—for example, 0.5¢ per pair for heel loading and attach-
ing.* If use is not the chief cause of a machine’s retirement, and
it has more often been obsolescence, costs clearly are not twice as
high for a machine which produces twice as many shoes, so dis-
crimination is being practiced. The use of output as a basis for
pricing is then a simple method of measuring the urgencics of desire
of different manufacturers for the machine.

The tie-in sale may offer a still more indirect method of dis-
criminating among customers. If the use of a machine is correlated
with some other commodity—salt tablets for a dispensing machine,
cards for a tabulating machine—the machine may be leased on a

u8ee Carl Kaysen, United States v. United States Shoe Machinery Com-
pany (Cambridge, Mass.: Harvard University Press, 1966), p. 322.
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time basis and the user compelled to buy the related material from
the lessor, who uses this material as a metering device to measure

urgency of demand. For this explanation to hold, of course, the
metering device must be sold at a non-competitive price.

Discriminatory Pricing
The monopolist will fail to maximize the receipts from the sale

) of a given quantity of his product unless the marginal revenue in
< each separable market is equal. For example, suppose he sells a

given aggregate quantity in two markets at $10. If the demand
elasticities are —2 and —3 the respective marginal revenues are
$5 and $6.67, and the transfer of a unit from the former to the
latter market will raise receipts by $1.67. In addition, the common
_marginal revenue must equal marginal cost. i

The determination of prices may be illustrated graphically (Fig-
ure 11-5). Let the demand curves in two separable markets be D,
and D,, with corresponding marginal revenues MR, and MR..
Then if the marginal revenue curves are added horizontally to get
MR,, we obtain the curve of aggregate quantities that can be sold at
given marginal revenues. Qutput will be set where total marginal
revenue equals marginal cost, or 0C. This output will be sold in
the two markets at prices P, and P,, for at these prices marginal
revenues are equal.

This analysis holds only if the markets are independent—that
is, if the demand curve in one market does not depend upon the
price set in the other market. This is seldom the case. Often there
is some direct movement of consumers between markets: if first
run movies get more expensive relative to second runs, some people
will shift from the former to the latter. Often the movement is
indirect. For example, if a railroad has no competition at point
A but other transportation rivals at point B, we should expect de-
mand for railroad transportation to be less elastic at the former
point. Yet if the firms at A and B are in the same industry and
gelling in the same markets, in the long run the branch of the indus-
try at A will decline if high rates are charged.

The theory of discrimination is only a special case of the theory
of monopolies selling multiple products, and when the markets are
not independent it is then necessary to treat the products sold in
the various markets as fair substitutes for one another and employ
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F." ' the theory of multiple products._That theory says simply that the

monopolist will maximize profits if he equates the marginal revenue

~and marginal cost of each product. If the products are related in~ ~

demand, however, one must calculate a ‘“corrected” marginal reve-
nue that takes account of the effect of the price of one product
on the sales of others. For example, if product A has the demand

schedule:

PRICE QUANTITY RECBIPTS
$10 100 $1,000
9 200 1,800

the crude marginal revenue is $800/100 = $8. But if this reduction
in the price of A decreases the sales of a substitute product B,
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also sold by the monopolist, from 500 to 400 units at a unit profit

of $3, then the net gain of receipts is only $500 and the marginal
revenue of A is only 85.

Discrimination as a Condition for Existence

{’\ Although discriminatory prices are an inefficient method of al-

locating & commodity among individuals, they do yield a larger

P
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Figure 11-6

/ revenue than a single price system. Situations may therefore exist

in which_costs of production_cannot be covered by receipts unless
_discrimination ig practiced. .

Consider, for example, a community with two classes of
consumers, with the respective demand curves for a commodity, D,
and D, (Figure 11-6). Adding these demand curves, the total de-
mand curve is RST. The average cost of producing the commodity
is C. Without discriminaﬁmr’e-—ig no output at which price is



214 ' The Theory of Monopoly

verage cost. With discrimination, a quantity 4, can
;oe ?o(lagta:sp:ice Pg,, another quantity A, at price l.’,, and the to'tal
quantity (4, + 42 = A,) sells for an average price of Ps, whl.ch
exceeds its cost. This is, in a simplified form, the defense of price
discrimination among commodities by railroads. In less extreme
cases the output may be considerably larger (and also considerably
smaller) with discrimination than without discrimination.'?

"Discrimination is then said to be defensible on the ground that
each consumer must gain because he has his choice of buying t.he
commodity or not, and hence he must gain if he buys it under dis-

rimination. This is not necessarily true: the production of one
commodity that is priced discriminatingly will often affect the
prices of other commodities. If a railroad will haul coal fo.r 1 cent
per toii-mile and diamonds for $100 per ton-mile, the shlp?er of
diamonds may be compelled to use the railroad because !t has
driven out of existence the former (competitive) stagecoac.h mdgs-
try that hauled both commodities for 5 cents per ton-mile. Still,
discrimination may be defensible on this ground.

The dilemma posed by an industry whose existence depends upon
discrimination is this: if price exceeds marginal cost, there are mar-
ginal social gains from expanding output; but if total. revenue f?.]ls
short of total costs, the resources as a whole may satisfy more im-
portant demands elsewhere. Some economists t}ccordingl}t propose a
two-price system: a lump sum fee plus a price per unit eqya.l .to
marginal cost. This method of pricing is in fact used when an initial
installation charge plus a charge per unit is imposed. Another sE)lu-
tion is to subsidize the loss resulting from a price.equal to ma.rgmal
cost from the public treasury—a solution especlally a.lppea-lmg to
the buyers of the product. Almost all genuine solutxot}s l.nVO.]VG
much more than the reaching of optimum output: the dnstnbutlo‘n
of income, the incentives to cconomic'progress, and related economic
and political questions are inevitably introduced.

RECOMMENDED READINGS

Henderson, A. M., “The Pricing of Public Utility Undertakings,” Man-
chester School, 25 (1947), 223-50.
B There is no simple rule on the effect of discrimination on output; see

J. Robinson, The Economics of Imperfect Competition (London: Macmillan,
1933), pp. 188-85.

Problems : : 215

Hicks, J. R., “The Theory of Monopoly,” Econometrica, 3 (1935), 1-20.
Reprinted in Readings in Price Theory. v

Hotelling, Harold, “Stability in Competition,” Economic Journal, 39
(1929), 41-57; reprinted in Readings in Price Theory.

PROBLEMS

1. If the marginal cost of a monopolist were, MC = 60 — 3q(q < 21)
and his demand curve were p = 50 — g, where would he operate? Deduce
the condition for stable equilibrium. :

2. Under discrimination the demand curve of a monopolist is made up
of two parts:

p=160—-8qandp=80—q§-

Plot these demand curves, and the marginal cost curve, MC = 4 + q. De-
termine prices in the two markets and total profits; compare with price
and profit with nondiscriminating monopoly.

3. Calculate the short-run marginal cost of a monopsonist, given the
production function of Table 7-1 and the supply curve of the variable
service: p = $6 — q/10 (for q < 50). B

4. A monopolist has a set of buyers, each of whom has the demand
function,

_ p=100—¢
and the monopolist has constant marginal costs = $10. He charges a

fixed license fee which each buyer must pay in order to purchase the
product, and also charges for each unit.

(a) What license fee will be set if there is'no income effect upon the
demand for the commedity? (Hint: the maximum fee is the consumer
surplus.)

(b) What fee will be set if the quantity a consumer buys falls 1 unit
(at any price) for each $10 of the fixed fee?

5. The marginal reduction in price from reading one more advertisement,

or seeing one more dealer, is (on average) a diminishing function of the
number examined.

(a) Will rich people pay higher or lower prices than poor people?
(b) Will people read more ads on kitchen stoves or on toasters?
(c) Will a store advertise each price? Each price change? If not, which?
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Effective Demand &

Introduction

All forms of neoclassical theory deny the possibility of effect-
ive demand failures. In the next section we examine the
reasons for this. The focus of attention is on Walrasian theory,
which (as we have already seen in Part III) is the most refined
product of neoclassical theorising. A denial of the possibility
of effective demand failures does not imply, however, a denial
of the phenomena conventionally identified as unemployment.
This will be explained in the section following.

Obviously, any economics utilising a notion of effective
demand must undermine neoclassical theory in some way, so
we subsequently examine traditional Keynesian arguments on
this issue. They prove to be rather weak. Nevertheless, there
does exist stronger material from which effective demand
theory can be formulated. This forms the topic of the later
sections.

Walras's Law

Let us assume a market economy in which there are n com-
modities and re-examine the structure of Walrasian demands
and supplies. The value of aggregate demand would be given
by the expression

p1D; +poDy +. .. +ppDy = Zl pD; (17.1)
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where p;(i =1,...,n)is the price of commodity ¢ and Dy(7 = 1,

., n) is the sum of agents’ demands for commodity 7. The
value of aggregate supply is defined analogously by the ex-
pression

n
plsl +p2S2+"'+ann=_Z:l p:'Sl' (17'2)
i=
where S;(71=1, . .
of commodity .

The D; and S; therefore represent the market demands and
supplies of agents who plan in accordance with the neoclassical
assumptions. Consumers choose maximal censumptions.sub-
ject"To budget constraints and producers. maximise profits
subject to technological constraints. With these behavioural
patterns it is easy to show that for any set of prices, not just
an equilibrium set of prices, the magnitudes of (17.1) and
(17.2) must be equal.

The value of producers’ demands differs from the value of
their supplies by an amount equal to profits. If consumers
are non-satiated, so that they exhaust their b’udgets,1 the value
of their demands will equal the value of the assets they supply,
including labour services, plus the value of profits which they
receive from firms (it being assumed that consumers own
firms). Consequently, the value of their demands differs from
the value of their supplies by an amount exactly equal to that
of producers. However, the differences are of opposite sign,
so that when agents are taken all together, the value of aggre-
gate demand is equal to the value of aggregate supply. Thus
we have

., n) represents the sum of agents’ supplies

Zl piD; = Zl p:S; (17.3)
or
2. piE;i=0 (17.4)

=1

where E;(i=1, ..., n) is the excess demand for commodity
i, defined by D; — §,.
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The expression (17.3), or (17.4), is known as Walras’s law
(sometimes also called Say’s law). As we have seen, this fol-
lows from three apparently weak assumptions: namely, that
consumers maximise subject to budget constraints, that no
consumer is satiated and that producers maximise profits
subject to constraints of technology. Its implications are,
however, not weak. It means that the structure of neoclassical
theory precludes the possibility of there ever being an effective
demand failure.

Unemployment in Neoclassical Theory

Both a Walrasian intertemporal equilibrium and a Walrasian
temporary equilibrium involve all markets cle.a.ring. There
may be an excess supply of particular commodities but t.hey
would have a price of zero (see p. 80). These commodities
are most appropriately termed redundant rather than unem-
ployed. There will be no unemployment in the sense of there
being resources in excess supply at positive prices.

This is a non-controversial conclusion. However, its empiri-
cal implications are not clear cut. Neoclassical economists
have never denied the possibility of unemployment as con-
ventionally perceived. They have traced its cause to frictions
and imperfections in the operation of markets? | and today
there are those, of whom Friedman is the most eminent, who
maintain that appropriately specified concepts of Walrasian
equilibrium can explain phenomena which are usually identi-
fied as unemployment (these economists are frequently refer-
red to as ‘monetarists’ or ‘new classicals’ or the ‘Chicago
school’). In other words, their argument is that if the notion
of equilibrium. approximates sufficiently closely to the con-
ditions of actual economies, then economic phenomena
frequently conceived as unemployment can exist in _equxh-
brium, and equilibrium theory can explain their determinants.
In examining this argument, we shall concentrate upon the
unemployment of labour but the ideas are e;slly genelja.h.s;ed.i )

The determining structure .of r'eal market ecox(:lt:nul S
conceived to be comprised primarily of tastes, technology,
conee ownership and govemmen? policies. This structure
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determines the phenom'ena observed in such economies. How-
ever, the determination is a stochastic one. Economic variables,
like market prices, reflect the structure but notin a completely
deterministic way. Instead, these variables show random dis-
turbance and their values'can be accurately forecast only ‘on
the average’. Thus it is only possible to know the probability
with which a particular variable will take a specific value. It
is not possible to predict with complete certainty.

Consequently, the empirically relevant concept of equili-
brium is that of a rational expectations Walrasian temporary
equilibrium (see pp. 112—15). As a temporary equilibrium, all
currently operating markets clear, and as a rational expecta-
tions equilibrium, agents’ price expectations are, ‘on the
average’, correct. Thus in such an equilibrium the expected
frequency distribution of future market-clearing prices held
by agents is the distribution which will be actually encount-
ered if the structure remains unchanged. Such an economy
can experience fluctuations in real and monetary variables
but all agents are adjusted to this. Consequently, the path of
an economy in a sequence of rational expectations Walrasian
equilibria would be approximated by a Walrasian intertem-
poral equilibrium.

A rational expectations Walrasian equilibrium is the approp-
riate conception of equilibrium because it is a terminal state.
It represents a situation in which all agents are accommodated
to the structure of the economy, in the sense that markets
clear and the probabilities assigned to events by different
agents are consistent and correct so there is no element of
systematic error in expectations. .

In this state there are no positively priced commodities in
excess supply. However, there may be phenomena which con-
vention or policy identifies as unemployment. For example,
stochastic variability in commodity markets may be reflected
in labour markets. Old workers will be retiring and new work-
ers entering the labour force. Some existing workers will be
relocating occupationally. Market imperfections, such as
unions and minimum wage laws, .can result in unduly low
competitively determined wage rates. All of these processes
may involve periods of temporary idleness, search for alterna-
tive employment and permanent abstention from work, all of
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which, on the basis of conventional definitions, are classified
as unemployment.

This unemployment is often called ‘natural’, using the term
in the Wicksellian sense of referring to equilibrium. Thus, for
example, Friedman writes:

The ‘natural rate of unemployment’ . . . is the level which
would be ground out by the Walrasian system of general
equilibrium equations, provided there is embedded in them
the actual structural characteristics of the labour and com-
modity markets, including market imperfections, stochastic
variability of demands and supplies, the costs of gathering
information about job vacancies and labour availabilities,
the costs of mobility, and so on.?

The natural rate can change if the structure of the rational
expectations Walrasian equilibrium changes.4 Moreover, devia-
tions from the natural rate can occur if agents do not adjust
to the new structure instantaneously. Friedman is fond of
locating the major cause of such changes in monetary shocks.?
For example, imagine for simplicity that the initial equilibrium
is a stationary state with a constant price level. If a monetary
contraction takes place, according to Friedman’s monetary
theory, money wages and wage expectations will be required
to take lower values in the new equilibrium.® If this is not
immediately recognised by workers, they will interpret the
money wage reductions they encounter as a reduction in real
wages. This will occasion substitution into search activities,
leisure, etc.,” and will be reflected in a rise in recorded unem-
ployment. ‘
‘Unemployment’ is higher because workers have mistaken
a fall in absolute prices for a change in relative prices. They
do so because they lack system-wide information.on the.bams
of which new ‘rationally expected’ prices can be immediately
determined.® They only have detailed knowledge about the
sectors of the economy in which they operate and it is this

tunnel vision which allows workers in geqerd to cor_xfu:.se
changes in money prices for changes in relative prices. It will
take time for the market opportunities subjectively percieved

_ by workers to coincide with the objective market situation,
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as workers learn new forecasting rules which give results con-
sistent with the new structure. Until they do so, expectations
will be incorrect ‘on the average’ and they will misallocate
their resources.

Unemployment above the natural rate is a disequilibrium
phenomenon in the sense that it reflects that the economy is
away from a terminal state, i.e. is not in rational expectations
Walrasian equilibrium. However, the unemployment is an
equilibrium phenomenon in the sense that agents are optimis-
ing, on the basis of the information they have,’ and markets
are always cleared. There is no ‘effective demand failure’ and
Friedman’s view is that expectations will automatically correct
themselves quickly to reflect the new structure. This view is
widely held by those who adhere to this form of neoclassical
unemployment theory.!

Effective Demand Failures: The Traditional Arguments

Many theorists who have played a major role in the formalis-
ing of modern Walrasian theory have not been impressed with
the application of this theory to explain unemployment. Their
own view as to the status of Walrasian theory is to emphasise
its counterfactural usefulness (see pp. 85—6),'! and their
suspicion of the theory outlined in the preceeding section
derives in part from the fact that it treats the results of formal
Walrasian theory in a most cavalier fashion. These results
show that the existence of unique and stable equilibria can
only be guaranteed on very stringent assumptions which are
unlikely to be fulfilled in actual economies.12 Disbelief that
Walrasian theory is the appropriate path along which an under-
standing of unemployment should progress is also buttressed
by historical experience. Some economists have viewed with
incredulity the work of those who would seek to explain the
heavy and persistent unemploymentin the 1930s with models
in which markets continually clear.!3

It is true, nevertheless, that traditional Keynesian arguments
used to account for effective demand failure are theoretically
weak. Viewed in the light of Walrasian theory, they simply

will not bear the weight placed upon them.
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One such argument is associated with Robinson. It main-
tains that Keynes saw ‘clearly that to recognise that the future
is unknown brings down the whole structure of orthodox
theory’.!* It is true that Keynes (193 7) perceived Knightian
uncertainty to be pervasive in market economies. However, it
is not true that this in itself is a decisive objection to Walrasian
theory, as we have seen in Chapter 13.

More commonly expressed arguments focus upon the role
of liquidity preference in maintaining interest rates ‘too high’
and on interest-inelastic investment. It is argued that, due to
speculative expectations, money can become the preferred
asset at rates of interest above the level required for full
employment. Furthermore, even if it were possible for money
rates of interest to fall to zero, investments may not be suf-
ficiently interest-sensitive so as to ensure complete utilisation
of resources. These arguments have become the standard fare
of intermediate macroeconomic texts. In terms of the typical
ISLM model they can be represented by Figures 17.1 and 17.2
respectively, where Yy represents full-employment output.
By themselves, these arguments have no force against Walrasian
theory, and therefore no substance in accounting for effective
demand failures. Both arguments relate to the functional
form of particular aggregate demand relationships and this is
not an issue which threatens the existence of Walrasian equili-
bria. The continuity of demand and supply relationships is

Interest
rate

Lm

0 Ye "~ Output
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another matter (see pp. 80—1) but discontinuities play no
role in the typical presentation of these arguments.

Undoubtedly, the most popular argument employed to

account for_effective_demand failures concerns downwardly g
rigid money wage rates which are too high to_ensure full
employment. Nevertheless, by itself this argument is powerless
to do so. Even if it is accepted that such rigidities characterise

all labour markets, this is not sufficient to provide a rationale

for effective demand failures. The Jo) ’s law, .
outlined above. One implication of this is that an excess

supply of any commodity with a positive price will be balanced

by an equivalent value of excess demand in other markets. (If

in equation (17.4) it is assumed that some E; < 0 with positive

prices, then there must be other E;> 0 since Zp;E; = 0.) |/

Consequently, there is no effective demand failure. >
The problem with all these arguments is that they seek to

question Walrasian results without questioning the Walrasian

conceptualisation of demands and supplies upon which these

results rest.

v

Quantity Constraints

In Walrasian theories of competitive economies, agents are
assumed to formulate their demands an lies in the Delief
-\\;

s
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that they can trade in muantities they deem desirable
as long as they provide equivalents in exchange. Consequently,
consumers are assumed to maximise utility in terms of avail-
able goods and are constrained only by a budget which is
dependent upon _their assets and prices, while firms are as-
sumed to maximise profits subject only to a technological
constraint. Taken together, the resulting demands and supplies
yield Walras’s law and the conclusion that effective demand
failures are impossible.

The limitation of this Walrasian conceptualisation can be
explained by considering a set of prices in which Wal_rasia.n
demands and supplies are inconsistent. Obviously in this case
not all demands and supplies can be realised simultaneously,
and some of those agents on the long side of markets will be
rationed if trades actually occur at these prices. (The tatonne-
ment_mechanism, as we have seen on page 123, assumes
trades will not take place. However, this is an obviously un-
reasonable characterisation of actual market behaviour.) In
these circumstances it is not unreasonable to hypothesise that
agents will develop expectations as to the probability of
rationing in the future. If these probabilities are non-zero,
this will affect other demands and supplies. For example, a
Qonsuﬁjvho is quantity-rationed in the sale of labour and
expects this to continue at future dates will not necessarily
change his or her willingness to supply labour from that
SPE%WWWCC demand
for currently available consumption goods. A (firmywhich is
quantity-rationed in _the sale of its output and expects this to
continue at future dates will not necessarily change its willing-
ness to supply output from that indicated by Walrasian theory,
but is likely to reduce demand for currently available labour.
From this, there follows a number of important implications.

First, there are no_ﬂ__ﬁ_wb t_y_mLsc;;f_d_’_mlam:lMply. There
are Walrasian demands and supplies which, following Clower
(1965), are frequently called ‘notional’ demands and supplies.
There are also quantity-constrained demands and supplies

which dei e Ii]u:rthals__'_____,_gmer__in._b_udgets and tech-

unlike notionals, upon_quantity constraints

2%%%‘, now or eerc;s% to be operative in the future. Tl}is
rrim concept of effective_demands and supplies
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becomes meaningful. Take the two Examples of the previous

paragraph. In the case of the eemswmer, his or her effective S¢% wdlaﬂw-
supply of labour would be defined as the notional supply, ::;,M {,Gg-l:t'

and his or her effective demand for any consumer good would M 2D
be_the quantity-constrained demand. In the case of the firm, cpus.

its effective supply of output would be its notional supply fagsd
and its effective demand for labour would be its quantity- £,z .

constrained demand.
Second, effective demand failures arediow possible because

Walras’s law does not extend to effective demands and sup-

plies. It is possible for

Z piE; <0

where E; are excess effective demands. It is thus reasonable
to imagine economies in states where some markets show
excess supplies at positive prices and these are not balanced
by excess demands on other markets. This means that there
can be genuine unemployment. For instance, continuing with
the above example, it is possible to envisage the following

situation. Consumers’ demand for goods is constrained by C

their inability to sell all the labour they supply, while firms
do @odemploy more labour because the demand for goods is
less than the amounts the firms are willing to supply. There is
therefore an excess supply on both goods markets and labour
markets simultaneously.

Third, economic agents’ actions become dependent upon
quantity variables in ways suggested by traditional Keynesian
models. The level of aggregate consumption expenditure, for
example, becomes dependent upon an_income magnitude,
which is determined by both quantities and prices. Moreover,
a change in a quantity variable may alter others. The relaxa-
tion of a rationing constraint on labour sales will increase
consumption expenditures, leading to a relaxation of quantity
constraints on firms’ sales, leading in turn to an increased
demand for labour. In short, multiplier processes, which have
no_foundation in Walrasian theory, become possible. This

also implies that the co-ordination of economic activities
becomes a more complicated question to analyse because

Lbvse,.
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these activities can be interelated in more complex ways than
is specified in Walrasian theory. Certainly the stability results
of the latter are of little relevance since they pertain only to
notional demands and supplies.

Fourth, from this perspective Keynesian economics appears
more_general than does Walrasian economics. The latter is
seen as a special case of the former because it examines the
particular case in which effective demands and supplies coin-
cide with notional demands and supplies. This_is certainly in
line with Keynes’s own view of the status of neoclassical
economics.

Effective Demand Failures and Equilibrium

The ideas outlined in the preceding section can be traced back
to the work of Clower (1965) and Leijonhuvud (1968), who
derived them from Keynes (1936). They have been extended
into new concepts of equilibrium by many economists, some
of whom previously worked within the confines of Walrasian
theory. These(fiew _concepts of equilibrium\can be placed into
two broad categories. :

First, there has been the formulation of temporary equili-

Pl by

aximisations take account of perceived quantity constraints

Tyﬁbmﬁ models, involving fixed prices and in_which agents’
\ )
Wm current and future periods. Equilibrium is defined as a

situation where agents’ maximisations generate constrairfed
trades, i.e. effective demands and supp.lics, which are consist-
ent. Various types of equilibria are possible and some of them
involve genuinely unemployed resources. he weakness of
i eing exogenou
The rationale for doing so is the belief that in modern capital-
ist economies quantity adjustments initially .dorr?fnatf: pr(lice
adjustments as the response to any change in efiective le-
mands and supplies. Consequently, such posiels do not imply
that prices never change. The economy 1s pictured as mov1i111§
through a sequence of qua.r.ltity-consyrmned tegxp:vrary eq};xi -
bria, in each of which prices are given bu(tl e decn w. ich
they may change. If and how they change depend upon
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determinants of prices. However, since the analysis concen-
trates upon a single period, prices are exogenously specified.

The second approach tries to overcome this weakness of Pv&o

fixed-price models. The essential idea is that_agents who are
rationed would willingly change prices if such changes were
thought to yield a beneficial relaxation in the quantity con-
straints to which they are subject. Nevertheless, this willing-
ness does not necessarily translate into price changes. Whether
or not agents do change prices depends upon the “conjectures’
they hold as to how price changes will quantity c
straints. For example,(if)an unemployed worker conjectures
that a large reduction in his asking wage will only have a
néghgible impact upon the probability of gaining employment,
this asking wage is unlikely to be reduced. The focus of atten-
tion is therefore upon what circumstances geperate pessimistic
conjectures, and the models, as so far developed, place em-
phasis_upon_incomplete _j ation, imperfect competition
and social convention These can be such as to produce
equilibria_in which prices and quantity constraints are cor-
rectly forecast, so that economic processes terminate in states
involving effective demand failures similar to those represented
by fixed-price models but which continue over successive
periods.

O

Conclusion

Concepts of effective demand and effective demand failures
have been clearly established as theoretically viable. However,
this does not imply that economic theorists will abandon
neoclassical theory. The approach economists favour depends
in part upon the pre-analytic vision they have of the phenom-
ena which theory seeks to explain in a disciplined and orderly
manner. We have touched on this elsewhere (see pp. 153—5)
and it is also of relevance to theories of effective demand. An
argument against the relevance of Keynesian models and
favourable (at least in spirit) to neoclassical theory is in fact
easily constructed from the way many neoclassical economists

seem to perceive the nature of the market system. It could
run as follows.
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Market systems are essentially systems of voluntary trades.
This means all parties to a set of trades must realise the maxi-
mal benefits possible, otherwise that set of trades will not be
maintained. If any agent decides to form a new set of trades,
he or she will need to signal other agents of this. The price
system is one means of communication but it is not the only
one. Market systems have evolved, and are still evolving,
many systems of communication. In a situation Keynesians
call effective demand failures, mutually beneficial trades
obviously exist and it is equally obvious that it is in the inter-
ests of agents to locate them. Thus there can be a strong
presumption that the Keynesian diagnosis is faulty and there
can be an equally strong presumption in favour of an econ-
omics which formally incorporates, however inadequately,
the adaptability and flexibility of market systems.!”

Notes to Chapter 17

1. Non-satiation means that, no matter how large the consumption of
any consumer, each consumer would prefer a larger consumption.
This does not preclude any consumer from being satiated in the
consumption of a particular commodity. It only implies that there
is no consumer who is completely satisfied in the consumption of
all commodities simultaneously.

2. ?ee, for example, Dobb (1937), Schumpeter (1954), and Feinberg

1978).

3. Friedman (1969, p. 102).

4. Friedman (1969, p. 108).

5. See, for example, Friedman (1969, pp. 103—5; 1976, ch. 12).

6. See, for example, Friedman (1969).

7. See, for example, Lucas (1981, p. 48).

8. See, for example, Friedman (1976, ch. 12), Phelps (1970), and

Lucas (1981). ~

Lucas (1981, pp. 4, 156, 242, 245). '

9
10. See Phelps (1970) and Lucas (1981).
11. See also};{ahn (1973; 1981), Arrow (1967; 1974), and Arrow and

Hahn (1971). ‘
12. See Hahn (1965; 1971; 1980a) and Tobin (1980, ch. 2).
1970). .
18. See, for example, Rees ( ) ¢ (19675 1972;

hackl
14. Robinson and Eatwell (1978, p. 48.). See also S
1974), Davidson (1972), and Coddington (1976).
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15,
16.

17.
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Benassy (1975), Drezt (1975), Grandmont (1977), Malinvaud
(1977; 1980), and Muellbauer and Portes (1978).

Negishi (1976; 1979), Hahn (1977; 1978; 1980a; 1980b), Akerloff
(1979), and Buiter (1980).

These sentiments seem to be particularly pronounced in the work
of Friedman. See Friedman (1962) and (1980).
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